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Abstract: Livestock image segmentation is an important task in the field of vision and image processing.  Since utilizing the 

concentration of forage in the grazing area with shielding the surrounding farm plants and crops is necessary for making 

effective cattle ranch arrangements, there is a need for a segmentation method that can handle multiple objects segmentation.  

Moreover, the indistinct boundaries and irregular shapes of cattle bodies discourage the application of the existing Mask 

Region-based Convolutional Neural Network (Mask R-CNN) which was primarily modeled for the segmentation of natural 

images.  To address this, an enhanced Mask R-CNN model was proposed for multiple objects instance segmentation to 

support indistinct boundaries and irregular shapes of cattle bodies for precision livestock farming.  The contributions of this 

method are in multiple folds: 1) optimal filter size smaller than a residual network for extracting smaller and composite features; 

2) region proposals for utilizing multiscale semantic features; 3) Mask R-CNN’s fully connected layer integrated with 

sub-network for an enhanced segmentation.  The experiment conducted on pre-processed datasets produced a mean average 

precision (mAP) of 0.93, which was higher than the results from the existing state-of-the-art models. 
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1  Introduction

 

Nigeria is a country with a national herd comprising      

18.4 million cattle[1].  These herds are mostly managed by 

semi-sedentary and transhumant pastoralists.  Nigeria practices 

three systems of cattle production, namely the pastoral system, the 

agro-pastoral system, and the commercial system.  With the 

perpetual dependence of human beings on cattle and cattle 

by-products, there is a great need to continue providing a grazing 

environment for the cattle with supplementary feeds.  This is 

mostly the method adopted by the agro-pastoral system having the 

grazing environment on demarcated rangelands.  Proper 

monitoring of individual cows in such an arrangement can assist in 

the early detection of any abnormality and thereby preventing bad 

occurrences[2].  In recent years, different researchers have applied 

many and different state-of-the-art methods in monitoring the 

activities of cattle, namely radio-frequency identification method, 

biometrics identification method, sensor identification method, and 

computer vision identification method[3].  

Among the methods mentioned above, computer vision 

occupies the frontline as a technology that deals with how 

computers can achieve advanced understanding from digital images 

or videos[4], in which image segmentation is one of the 

prerequisites.  Computer vision also tries to find an easy way to 

comprehend and automate the tasks performed by the human visual 
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system for the benefit of agricultural practice[5].  This practice 

involves getting access to information about individual cattle’s 

health status and behavior, thereby making a substantial 

contribution to the management decision-making of livestock 

farming[6,7].  The contour extraction of an individual animal from 

the background and the image analysis that follows enables the 

monitoring of health and productivity-related variables such as 

body structures, body measurement, body condition score, live 

weight regression, and disease detection of the animals by the 

farmers throughout the life cycle of the animals[8-16].  The accurate 

extraction of the different features of the animal from the image 

greatly depends on the image segmentation efficiency. 

But, the quality of the image segmentation can become a 

challenge due to both internal and external factors such as poor 

illumination and heterogeneous background[17].  To address the 

segmentation challenges iterated in this study, different 

contributions have been made in different studies using 

convolutional neural networks (CNN) based approaches with 

powerful abilities to learn the spatial-rich and semantic-information 

features[18-21].  In this study, an enhanced Mask Region-based- 

Convolutional Neural Network (Mask R-CNN) is proposed for 

herd segmentation so that an accurate segmentation can be 

accomplished in an environment full of complex backgrounds.  

The proposed model is in multiple folds, and the folds are 

presented in section 2 under model development.  

Recently, He et al.[22] proposed an instance segmentation 

framework called Mask R-CNN for object detection.  Also Li et 

al.[23] proposed an instance segmentation technique capable of 

learning implicit structure before any further improvement.  

Moreover, Mask SSD[24], MaskSplitter[17], DeepMask[25], and 

SharpMask[26] directly produced segmentation proposals of the 

object from the image pixels before classifying them.  Bounding 

boxes are generated by most of the object detection methods for 

each target object that is detected with proper classification[27].  In 

the selective search method, the R-CNN method generates region 



July, 2021                           Bello R W, et al.  Enhanced Mask R-CNN for herd segmentation                           Vol. 14 No. 4   239 

proposals before object proposals classification by employing a 

deep CNN[28,29].  Nevertheless, it is not cost-effective extracting 

features of the proposal regions using R-CNN.  The generation of 

region proposals is carried out in Faster R-CNN by a region 

proposal network (RPN) by taking as input an image and produces 

a set of several object proposals rectangular in shape that are used 

on feature maps by a sliding window to detect cow object.  RPN 

is one of the two branches found in Faster R-CNN.  The second 

branch of Faster R-CNN is the branch that is responsible for 

features extraction, bounding box prediction, and classification[27].  

A fully convolutional network is a variant of CNN and a 

popular semantic segmentation model that can transform image 

pixels-to-pixel categories[30].  Ter-Sarkisov et al.[17] built a fully 

convolutional network to achieve a beef cattle segmentation 

model.  Chen et al.[31] and Zhang et al.[24] have proposed some 

instance segmentation methods.  Mask R-CNN, which this study 

enhances is an instance segmentation that identifies the instance 

of each object in an image using a mask representation with the 

simultaneous prediction of the object class and bounding box 

regression[32].  Instance segmentation usually involves three 

steps, namely 1) region proposals using RPN; 2) object class 

prediction; 3) object mask generation.  Put together, the 

aforementioned achievements show the practicality of the 

approaches that are CNN-based for cattle segmentation even in 

complex environments. 

This work is a contributory step in precision livestock farming 

towards the realization of real-time evaluation of cattle wellbeing.  

2  Materials and methods  

2.1  Datasets and pre-processing 

The datasets used in the experiment of this study were in two 

categories, namely 1) the datasets acquired by authors (own 

dataset); 2) the cow dataset acquired from the Microsoft common 

objects in context (MS coco) datasets.  The own dataset which 

was acquired from 10 cows (Keteku and Muturu breeds) using a 

camera contains 1000 images of the cows from which 800 images 

were used as a training dataset and the remaining 200 images were 

used for testing the model.  In order to expand the own dataset, a 

data augmentation method was applied to the dataset.  For the 

annotation, LabelMe[33] was used in labeling the dataset.  The 

labeled images represented the ground-truth bounding box against 

which the predicted object bounding box regression was evaluated.  

On the other hand, the MS coco dataset[34], which contains 1986 

cow training images, and 85 validating and testing images, were 

used together with the own dataset for the model training, 

fine-tuning, and testing.  The pre-trained coco weights of Mask 

R-CNN were used in the training of the proposed model in the form 

of transfer learning as shown in Figure 1.  

2.2  Model development 

The proposed model was an enhanced Mask R-CNN 

comprising 1) optimal filter size smaller than a residual network for 

extracting smaller and composite features; 2) region proposals for 

utilizing multiscale semantic features; 3) Mask R-CNN’s fully 

connected layer integrated with sub-network for enhanced 

segmentation.  The proposed model was presented in three 

sections, namely 1) an abridged model of the residual network; 2) 

the enhanced Mask R-CNN structure; (3) the loss function, as 

shown in Figure 1.  Figure 2a shows the existing model and 

Figure 2b shows the enhanced model.  Table 1 shows the 

hyper-parameters for the model, and the different models in this 

study were obtained by changing the hyper-parameters. 

 
Figure 1  Transfer learning 

 
a. Existing model                    b. Enhanced model 

Figure 2  Comparison of the existing model and the enhanced 

model 
 

Table 1  Model hyper-parameters 

Specifications Amount in number 

Learning rate 0.001 

Weight decay 0.0001 

Momentum of learning 0.90 

The dimension of the image (minimum) 512 

The dimension of the image (maximum) 512 

Detection confidence (minimum) 0.50 

Number of batches 5 

Size of batch 200 

Epochs 5 

Iterations per epoch 5 

Steps per epoch 1 000 

Validation steps 5 

Mask shape 28×28 

Number of anchor classes (cow and background) 2 
 

2.2.1  An abridge model of residual network 

In the backpropagation process, the skipping of activation 

layers in the residual network (ResNet) is the major reason for most 



240   July, 2021                         Int J Agric & Biol Eng      Open Access at https://www.ijabe.org                          Vol. 14 No. 4 

of the issues the network confronts.  The absence of an equation 

that can describe the instability in the ResNet parameters is also an 

issue, thereby leading to the inaccuracy of the gradient equation. 

In addition, the training process does not clarify the layer that 

has more training advantage over another.  Therefore, by using the 

algorithm of the backpropagation, an abridged model of a residual 

network was proposed that is capable of solving the issues.  By 

using the new gradient equation, new rules made of different 

parameters for ResNet were obtained whereby optimal filter size 

smaller than ResNet was provided for extracting smaller and 

composite features.  By that means, there was a decrease in the 

number of parameters needed for the training, thereby leading to an 

increase in the computation efficiency.  Figures 3-5 show the 

architecture of the residual network, the block of the residual 

network, and the enhanced architecture of the residual network 

respectively. 

 
Figure 3  Architecture of a residual network 

 

By using a deep network comprising a set of blocks that could 

solve the gradient vanishing issues[22], there was a great 

improvement in the performance of ResNet.  Figure 4 shows the 

residual network block.  Equation (1) presents the building 

formula of the two-layer block. 

H(x) = F(x, {Wi}) + x                (1) 

where, x is the building block input; H(x) is the building block 

output vectors, and F(x, {Wi}) is the learned residual mapping in 

the training process. 

 
Figure 4  Block of a residual network 

 

Based on Figure 5, training for convolutional layers with the 

best block was carried out as enumerated below: 1) 1 repetition for 

the 1st convolution block; 2) 4 repetitions for the 2nd convolution 

block; 3) 4 repetitions for the 3rd convolution block; 4) 14 

repetitions for the 4th convolution block. 

 
Figure 5  Enhanced architecture of a residual network 

 

2.2.2  Enhanced Mask R-CNN structure 

The enhanced Mask R-CNN structure comprises three separate 

branches, namely 1) the network backbone branch which is used 

for extracting features and generating region of interest (ROI) 

alignment.  The branch comprises ResNet101+RPN+Feature 

Pyramid Network (FPN).  In addition, the branch generates 

multi-scale feature maps before mapping each of its points to the 

input image so that matching ROI can be acquired; 2) the ROI 

alignment (ROIalign) branch which is used for pooling generated 

ROIs from the network backbone to feature maps (fixed in size) so 

that any form of quantization error can be overcome; 3) the mask 

generating branch.  The fully connected layer (FCL) serves as a 

gateway through which all the feature maps (fixed in size) from the 

ROIalign pass through before generating the object mask, the 

bounding box regression, and the object classification.  Figure 6 

illustrates the operation of the above three modules on the cows. 

 
Figure 6  Framework of the proposed enhanced Mask R-CNN 

 

2.3  Loss function 

The generated masks are soft masks with their representation 

in float numbers making them hold more details than binary masks.  

While the ground-truth masks are scaled down to 28×28 pixels 

during training to enable the computation of loss, the predicted 

masks on the other hand are scaled up to the size of the bounding 

box’s ROI during inferencing.  This process leads to the 
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generation of final masks for each of the objects.  In training the 

network, the loss function defines the difference between the 

predicted value and the ground-truth value.  Furthermore, the 

position of the loss function in model training for cow instance 

segmentation is very essential as there is a need to calculate and 

reduce the error associated with the neural networks during the 

process of optimization.  The value produced by the loss function 

as illustrated in Figure 1 is referred to as a loss, and the function 

can be referred to as a loss function, an error function, or a cost 

function when the function is being minimized.  It is through the 

loss function that all aspects of the model are distilled down into a 

single number for improvement, thereby leading to a better model.  

The function to perform this task must be able to capture the 

problem and its attributes, and reliably represent the goal of the 

work.  In order to achieve satisfactory results in the proposed 

framework, a combination of loss functions was applied in the 

training of bounding box regression, object class prediction, and 

mask branch segmentation.  

Equation (2) represents the loss function that was used in 

accomplishing this task. 

L = Lce + Lbe + Lme                 (2) 

where, L represents loss function; Lce represents classification error; 

Lbe represents bounding box regression error, and Lme represents 

mask error. 

The following equation is used in measuring the segmentation 

accuracy, 

IOU
A B

A B





                   (3) 

where, IOU defines the extent of overlap between the predicted and 

ground-truth bounding boxes; A and B are the bounding boxes of 

the predicted objects and their ground truth respectively.    

The IOU values from 0.50 to 0.95 with mAP@X notation are 

considered for this work, where X is the value of the threshold 

employed to compute the metric.  Only after all the matches for 

the image are established can the precision-recall be computed.  

Precision is the total number of correct instances that the model 

produces, and it is computed as follows: 

True positive

True positive False positive
P 


          (4) 

A recall measures the total positive instances that the model 

can produce, and it is computed as follows:  

True positive

True positive False negative
R 


          (5) 

where, P is the precision; R is the recall; True Positive is an 

outcome where the model correctly predicts the positive instance; 

False Positive is an outcome where the model incorrectly predicts 

the positive instance; False Negative is an outcome where the 

model incorrectly predicts the negative instance.  Average 

precision (AP) is calculated by taking the area under the 

precision-recall curve and by segmenting the recalls evenly to 

different parts.  AP is calculated as follows: 

1
AP [ ( ) ( 1)] max ( )

N

n
R n R n P n


             (6) 

where, N is the calculated number of PR points produced; a PR 

point is a point with a pair of x and y values in the PR space where 

x is recall and y is precision.  P(n) and R(n) are the precision and 

recall with the lowest n-th recall, respectively. 

The mean average precision (mAP) is calculated as follows: 

1

1
mAP

n

in
AP

n 
                  (7) 

where, APi is the AP of class i, and n is the number of classes. 

3  Implementation 

A graphic processing unit (GPU), Tensorflow[35], Keras, and 

Opencv-python are some of the main required hardware and 

software packages installed on the system on which the proposed 

framework was implemented.  Keras is a popular python deep 

learning application programming interface (API) that has the 

low-level flexibility for implementing arbitrary research ideas 

while voluntarily presenting high-level expediency features to 

speed up experimentation processes.  TensorFlow on the other 

hand is an end-to-end open-source python deep learning application 

that serves as a platform for machine learning.  TensorFlow 

possesses an all-inclusive and flexible network of tools, and 

libraries that help research push the state-of-the-art in machine 

learning, and developers effortlessly build and deploy machine 

learning-powered applications. 

The effectiveness of Tensorflow in code optimization and in 

handling high-performing computation makes it suitable for the 

detection and segmentation task.  The information about the 

hardware and software employed in performing this study is 

presented in Table 2.  
 

Table 2  Requirements for the segmentation 

Software Type/Version 

Operating system 64-bit Windows 10 

IDE Visual studio 2019 

Python library Keras 

MATLAB R2019b 

Hardware Type/Version 

CPU Intel Core i5 processor@2.4GHz 

RAM 16 Gigabytes 

Graphics card GeForce GTX 1080 Ti 

Hard-disk 2 Terabytes 

Camera module 
Vision Datum LEO 640H-200gc High-Speed 200fps Sharp 

RJ33 CCD Gigabit Ethernet 3d 

Monitor 
10.1 inch IPS HD Portable LCD Gaming Monitor PC display 

VGA HDMI interface for PS3/PS4/XBOx360/CCTV/Camera 

4  Results and discussion 

As shown in Figure 6, the proposed model is an extension of 

the existing Mask R-CNN with modification of the ResNet network 

and the segmentation mask branch as presented in Section 2.  The 

results of the segmentation tasks as shown in Table 3 were obtained 

from the experiment performed on the acquired datasets with two 

different versions of the enhanced Mask R-CNN model (model 1 

and model 2) built by changing the hyper-parameters.  The 

hyper-parameters of model 1 are listed in Table 1, whereas the 

learning rate, weight decay, and momentum of learning of the 

second model were 0.01, 0.001, and 0.95 respectively.  The 

precision, recall, average precision (AP), IOU, and mean average 

precision (mAP) were the main evaluation metrics used in 

evaluating the results of the experiment.  Figure 7 shows the graph 

interpretation of Table 3 where the generated results of IOU, 

precision, recall, AP, and mAP were according to Equations (3)-(7), 

respectively.  The three models were tested on both the own 

dataset and the MS coco cow dataset.  The own dataset comprised 

the two classes of cow objects (muturu and keteku), and MS coco 

cow dataset comprised the standard cow dataset.  As shown in 

Table 3 and Figure 7, at threshold value of 0.50, both model 1 and 
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model 2 produced an mAP of 0.93 which was higher than the 0.92 

mAP produced by the existing model. 

Moreover, the experiment of the enhanced Mask R-CNN on  

the MS coco cow dataset produced an mAP of 0.90, this implies 

that the own dataset performed better than the MS coco cow 

dataset.  
 

Table 3  Results of the enhanced model and the existing model for own dataset and MS coco cow dataset at different values of IOU 

Model Cow object 

Metric Average Precision (AP) at different values of IOU 

IOU 0.50 0.55 0.60 0.65 0.70 0.75 0.80 0.85 0.90 0.95 

Enhanced Mask R-CNN  

(Model 1) 

Muturu cow AP 0.90 0.89 0.87 0.78 0.64 0.56 0.51 0.39 0 0 

Keteku cow AP 0.96 0.71 0.81 0.80 0.67 0.54 0.50 0 0 0 

 mAP 0.93 0.80 0.84 0.79 0.66 0.55 0.51 0.20 0 0 

Enhanced Mask R-CNN  

(Model 2) 

Muturu cow AP 0.90 0.88 0.86 0.78 0.64 0.56 0.51 0 0 0 

Keteku cow AP 0.96 0.82 0.80 0.71 0.67 0.54 0.50 0.37 0 0 

 mAP 0.93 0.85 0.83 0.75 0.66 0.55 0.51 0.19 0 0 

Existing Mask R-CNN 

(Model 3) 

Keteku cow AP 0.91 0.90 0.89 0.78 0.64 0.56 0.51 0 0 0 

Muturu cow AP 0.92 0.90 0.86 0.84 0.64 0.56 0.52 0 0 0 

 mAP 0.92 0.90 0.88 0.81 0.64 0.56 0.52 0 0 0 

Enhanced Mask R-CNN 

MS coco cow_1 AP 0.93 0.94 0.91 0.82 0.90 0.57 0.53 0 0 0 

MS coco cow_2 AP 0.87 0.92 0.90 0.83 0.89 0.59 0.51 0 0 0 

MS coco cow_3 AP 0.88 0.93 0.88 0.85 0.88 0.58 0.53 0 0 0 

MS coco cow_4 AP 0.93 0.90 0.89 0.84 0.92 0.49 0.52 0 0 0 

MS coco cow_5 AP 0.89 0.91 0.92 0.86 0.87 0.57 0.47 0 0 0 

 mAP 0.90 0.92 0.90 0.84 0.89 0.56 0.51 0 0 0 

Note: Model 1 and Model 2 are the enhanced models with different hyper-parameters.  Model 3 is the existing Mask R-CNN model, and the hyper-parameters for it are 

found in reference
[22]

, the same as below. 
 

 
Figure 7  Graphical result of the enhanced model and the existing 

model for own dataset and MS coco cow dataset at different values 

of IOU 
 

From the results obtained, the proposed model achieved an 

mAP of 0.93 compared to that of Mask R-CNN and other existing 

models (Table 4).  Going by these results, the enhanced Mask 

R-CNN shows great segmentation accuracy over other 

state-of-the-art segmentation methods.  
 

Table 4  Comparison of the enhanced model with the 

state-of-the-art models 

Segmentation model Backbone network mAP 

Mask R-CNN
[22]

 ResNet101 0.92 

MaskSplitter
[17]

 VGG16 0.71 

FCIS
[36]

 ResNet101-C5-dilated 0.56 

Faster R-CNN
[27]

 ResNet101-FPN 0.90 

YOLO v2
[37]

 DarkNet19 0.91 

Mask Single Shot Detector (Mask SSD)
[24]

 ResNet101-FPN-B6 0.82 

Multi-task Network Cascades (MNC)
[38]

 ResNet101-C4 0.42 

DeepMask
[25]

 VGGNet
[39]

 0.53 

SharpMask
[26]

 VGGNet
[39]

 0.82 

Enhanced Mask R-CNN (Proposed) ResNet101 0.93 
 

Figure 8b shows the results of another experiment conducted 

on the own dataset involving six cows in a ranch (Figure 8a) using 

the same framework of Figure 6 but with more emphasis on 

utilizing the multiscale semantic features.  By applying the 

multiscale semantic features, the enhanced Mask R-CNN was able 

to achieve multiple objects segmentation as shown in Figure 8b, 

each cow with its generated bounding box, mask, and confidence 

score.  The computation efficiency between the existing Mask 

R-CNN and the enhanced Mask R-CNN on both the raw data and 

the enhanced data was measured in terms of their speed, and the 

results are presented in Table 5.  Raw data are unprocessed data 

that are unfit for training a model because they are noisy, unreliable, 

and missing in values.  So, in order to not produce misleading 

results, such data need to be enhanced to fit for training a model.  

With the results presented in Table 5, it can be easily concluded 

that the enhanced dataset performed better than the raw dataset in 

training the two models for herd segmentation.   
 

 
a. Before experiment conducted 

 
b. After experiment conducted 

Figure 8  Cattles in the ranch before experiment conducted and 

after experiment conducted 
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Table 5  Computation efficiency of the existing model and the 

enhanced model for instance segmentation 

Model Data type Time/s 

Mask R-CNN 
Raw 0.73 

Enhanced 0.72 

Enhanced Mask R-CNN 
Raw 0.72 

Enhanced 0.70 

5  Conclusions 

An enhanced Mask R-CNN was presented in this study that 

should support precision livestock farming for the segmentation of 

multiple cow objects in a typical agricultural environment.  The 

framework of the proposed model was an extension of the existing 

Mask R-CNN model with three main enhancements, namely 1) 

optimal filter size smaller than a residual network for extracting 

smaller and composite features; 2) region proposals for utilizing 

multiscale semantic features; 3) Mask R-CNN’s fully connected 

layer integrated with sub-network for an enhanced segmentation.  

The results showed a mAP of 0.93 was achieved by the proposed 

model with improved computation efficiency.  The model 

demonstrated accurate simultaneous localization and mapping.  

Future work involves developing a separate-mask prediction model 

for segmenting overlapping regions and differentiating cattle body 

parts explicitly. 
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