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Abstract: In recent years, Deep Learning (DL), such as the algorithms of Convolutional Neural Networks (CNN), Recurrent 
Neural Networks (RNN) and Generative Adversarial Networks (GAN), has been widely studied and applied in various fields 
including agriculture.  Researchers in the fields of agriculture often use software frameworks without sufficiently examining 
the ideas and mechanisms of a technique.  This article provides a concise summary of major DL algorithms, including 
concepts, limitations, implementation, training processes, and example codes, to help researchers in agriculture to gain a holistic 
picture of major DL techniques quickly.  Research on DL applications in agriculture is summarized and analyzed, and future 
opportunities are discussed in this paper, which is expected to help researchers in agriculture to better understand DL algorithms 
and learn major DL techniques quickly, and further to facilitate data analysis, enhance related research in agriculture, and thus 
promote DL applications effectively. 
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1  Introduction  

A standard artificial neural network (ANN) model consists of 
many neurons (connected processors), each producing a sequence 
of real-valued activations[1].  When sensors perceive 
environment changes, input neurons will be activated and other 
neurons will then get activated through weighted connections 
from previously active neurons.  Depending on the specific 
problem and the neuron topology, these behaviors may require 
long chains of computational stages, where each of the stage 
transforms the aggregate activation of the network.  DL is about 
how to accurately assign credit across many such stages[2].  
Deep learning allows computational models that are composed of 
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multiple processing layers to represent data with multiple levels 
of abstraction.  Great improvements of the method can be found 
in many research domains.  The concept of BP (Back 
Propagation) Neural Network is the basis for many DL 
algorithms. 

With massive enthusiasm pouring into the DL field, great 
improvements have been achieved in recent years.  DL has drawn 
a lot of attention in agriculture.  One of its applications in 
agriculture is image recognition, which has conquered a lot of 
obstacles that limit fast development in robotic and mechanized 
agro-industry and agriculture[3].  These improvements can be seen 
in many aspects of agriculture, such as plant disease detection, 
weed control, and plant counting.  Researchers in agriculture may 
not be experienced programmers.  They often directly use publicly 
available software frameworks for deep learning without carefully 
examining the learning mechanisms used.  An understanding of 
DL algorithms can facilitate data analysis and thus enhance 
research in agriculture.  Although various commercial software 
frameworks are available, there is a lack of a systematic summary 
of major DL algorithms[3], including concepts, application 
limitations, flow charts, and example codes, which can help 
researchers in agriculture to learn major DL techniques quickly and 
use them effectively. 

In order to provide a holistic picture of DL to researchers in 
agriculture fields and enhance modern smart agriculture 
development, this work summarizes BP and common DL 
algorithms (Convolutional Neural Networks (CNN), Recurrent 
Neural Networks (RNN), and Generative Adversarial Networks 
(GAN)) and their applications in agriculture, with a focus on 
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applications published in the last three years.  Example codes for 
BP, CNN, RNN, and GAN in Python are also provided. 

2  Common deep learning algorithms 

CNN, RNN, and GAN are the most commonly used DL 
algorithms.  There are many other sub-category DL algorithms, 
such as VGGNet[4], ConvNets[5], LSTM[6,7] and DCGAN[8,9].  It is 
unfeasible to include all of them in one summary.  They can be 
derived from the three common DL algorithms directly or 
indirectly[10].  Understanding the three common DL algorithms is 
very helpful for learning the sub-category DL algorithms.  
Therefore, the sub-category DL algorithms are not reviewed with 
details.  The concept of backpropagation (BP) is the basis for 
many ANN although itself does not mean a deep network.  It thus 
will be introduced in this section first. 
2.1  Feedforward neural network and backpropagation (BP) 

An example structure of feedforward neural network based on 
backpropagation or BP neural network is shown in Figure 1.  It is 
a supervised learning algorithm using error back propagation, 
composed of multiple layers of hidden neurons in full connection.  
This means that a layer of neurons is connected to an upper layer of 
neurons and each layer has an activation function to limit the 
output of amplitude of neurons by linear or nonlinear 
transformation of the input of the afferent neuron.  Hidden 
neurons can learn the salient features of training data from 
continuous forward propagation[11].   

 
Figure 1  Example structure of a BP neural network 

 

Assuming that there is a set of training data {(p1, d1), (p2, 
d2), …, (pr, ds)}.  [vij]h×r is the weights between neuron code h and 
neuron code r.  bh denotes the threshold in neuron code h, (d1, 
d2, …, ds) denotes code output.  neti

h is the input of the first 
hidden layer.  ai is the output of the first hidden layer, and fh is the 
activation function of the first hidden layer.  netk

o is the input of 
the output layer.  fo is the activation function of the output layer.  
ok is the output of the output layer.  The output of each neuron 
code is determined by the output of previous neuron.  The major 
formulations for the algorithm can be listed as Equations (1)-(4). 

Input layer to hidden layer input: 

1

r
h

i ij j hj
j

net v p b
=

= +∑          (1) 

Hidden layer output: 

1
( ) ( )

r
h

i h i h ij j hj
j

a f net f v p b
=

= = +∑            (2) 

Output layer input: 

1

h
o
k ki i ok

i

net w a b
=

= +∑            (3) 

Output layer output: 

1
( ) ( )

h
o

k o k o ki i ok
i

o f net f w a b
=

= = +∑           (4) 

Cost function: 
For neural networks, the cost function plays an important role 

in optimizing the model parameters (weights and thresholds).  A 
cost function is a measure of the error between the predicted 
output and the actual output for the training samples.  The 
training process gradually reduces the value of the cost function 
by the gradient descent.  There are two types of cost function 
expressions.  One is a quadratic loss function[11], and the other is 
a cross-entropy loss function[12].  Here, the quadratic loss 
function E is used as an example to demonstrate BP and it is 
expressed as Equation (5): 
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Backpropagation is based on the gradient descend of the cost 
function and the chain rule of differentiation[13], whose 
conceptual structure is shown in Figure 2.  First, there is a need 
to differentiate the weights of the cost function to get an error 
value, then backpropagate the error value.  During this process, 
there is a need to constantly adjust and update the weights and 
thresholds.   

 
Figure 2  Concept of backpropagation 

 

Assuming that: 
Δwki - weight adjustment (local gradient) from the output layer 

to the hidden layer,  
Δbok - threshold adjustment (local gradient) from the output 

layer to the hidden layer,  
Δvij - weight adjustment (local gradient) from the hidden layer 

to the input layer，and 
Δbhj - threshold adjustment (local gradient) from the hidden 

layer to the input layer. 
The major formulations of backpropagation algorithm can be 

listed as Equations (6)-(9). 
Weight and threshold adjustment (local gradient) from the 

hidden layer to the output layer: 
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Weight and threshold adjustment (local gradient) from the 
input layer to the hidden layer: 
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    (9) 
In the process of backpropagation, the weights and thresholds 

are adjusted by reversing the value of error[14].  A flowchart of the 
BP algorithm is shown in Figure 3. 

 
Figure 3  Flowchart of the BP programming 

 

BP neural networks have many merits, including strong 
nonlinear mapping capabilities and high degree of self-learning and 
self-adaptability.  They are widely applied in many fields such as 
speech analysis, image recognition, digital watermarking, and 
computer vision.  They solve many problems that cannot be done 
by traditional machine learning algorithms.  Its classification 
function is particularly suitable for applications in pattern 
recognition[15] and classification[16].  Nevertheless, the networks 
used for object recognition or natural language processing contain 
thousands of hidden units, which bring exponentially increasing 
number of parameters.  BP neural networks may fall into local 
minima in practical applications.  Thus, how to select typical 
samples from training data is an unsolved problem when massive 
amounts of complex data are available.  The traditional BP neural 
networks are no longer sufficiently effective in some areas.  
Hence, deep networks such as CNN, RNN, and GAN have caught 
increasing attention. 
2.2  Convolutional neural networks (CNN) 

CNN is a deep learning algorithm composed of multiple 
convolutional layers, pooling layers, and fully connected layers, 
which has resulted in many breakthroughs in speech recognition, 
face recognition, natural language processing and so on[17].  The 
structure composed of the convolutional layers and the pooling 
layers is for feature extraction and the fully connected layers 
function as a classifier.  BP neural networks mainly map features 
through the network to specific values, whereas convolutional 
networks first convert signals into features and then map the 
features to a specific target value[18]. 

Convolutional Layer: 
Assuming that an RGB image is taken as input X and there are 

six convolution kernels W[19].  The image size is an H×W×3 
three-dimensional matrix.  The convolution kernel size associated 

with each convolutional layer is h×w×3.  The threshold of 
convolutional layer is b.  The size of new image feature X after 
convolution calculation is H_new×W_new, whose convolutional 
layer computation process is shown in Figure 4.  For each 
convolutional layer, the number of convolution kernels determines 
the number of output feature maps or the number of inputs in the 
pooling layer.  To identify the edge information of an image, the 
method of zero-padding in which zero is added to the border of the 
input vector is applied and the size of zero-padding is P.  It is also 
vital for convolution calculation to set a suitable stride with size 
S[20] during the process of calculating convolution in the 
convolutional layer.  The major formulations are listed as 
Equations (10)-(12). 
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Figure 4  Convolutional layer computation process 

 

Pooling Layer: 
The function of the pooling layer is to compress the input 

tensor and reduce the size of the input data, which means changing 
each n×n submatrix of the input image into one specific element 
value.  There are two common pooling methods: maximum 
pooling and mean pooling.  Maximum pooling takes the 
maximum of the corresponding n×n area as the pooled element 
value and mean pooling takes the average value of the 
corresponding n×n area as the pooled element value.  The input 
volume for the pooling layer is W×H×D, the output volume for the 
pooling layer is W_pooling×H_pooling×D_pooling[20].  The 
pooling layer computation process is shown in Figure 5.  Besides, 
the pooling layer requires two hyper parameters: the spatial extent f 
and the stride size s.  The major formulations are listed as 
Equations (13)-(15): 

_ ( ) / 1poolingW W f s= − +        (13) 

_ ( ) / 1poolingH H f s= − +        (14) 

_ poolingD D=            (15) 

A flowchart of the CNN algorithm is shown in Figure 6. 
CNN simulates the behavior of human brain processing of 

signals and combines feature extraction in image processing with 
BP neural networks.  CNN has fewer parameters than deep 
networks because of its local perception mechanism and parameter 
sharing mechanism which can reduce parameters.  CNN can 
handle high-dimensional arrays, especially for image classification.  
Many data modalities are in the form of multiple arrays.  CNN has 
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unique advantages in natural language processing[21], face 
recognition[22], and image processing because of its special 
structures shared by local weights.  Its layout is closer to the 
actual biological neural network.  Nevertheless, CNN needs a lot 
of training samples. 

 
Figure 5  Pooling layer computation process 

 
Figure 6  Flowchart of CNN programming 

 

2.3  Recurrent neural networks (RNN) 
RNN can mine temporal information and semantic information 

and has achieved breakthroughs in time series analysis, speech 
recognition and language modeling.  RNN is a variant of ANN, 
which means that the current input of the network is related to the 
output of the previous moment.  The specific manifestation is that 
the network will remember the previous information and apply it to 
the current network output calculation; in other words, RNN can be 
treated as BP neural network of which the output will be used as 
the input of the next network[19]. 

As Figure 7 shows, xt represents the input of training data at 
the time t, ht represents the hidden state at the time t, which is 
determined by the current input xt and the previous hidden layer 
state ht-1.  ot denotes the output of hidden layer at the time t.  l is 
the error at the current time t, which is determined by the ot and the 
true output of the training data yt.  u, w, v are the weights of 
recurrent neural network and are shared across the recurrent neural 
networks.  b1 and b2 are the thresholds of recurrent neural network 
and are shared across the recurrent neural networks[23],  f is the 
activation function of the hidden layer, whose network structure 
propagation process is shown in Figure 7.  The specific 
formulations are listed as Equations (16)-(18). 

Hidden state value at time t: 

1
1( )t t th f u x w h b−= × + × +     (16) 

The predicted output of recurrent neural network at time t: 
ot

 = f(v×ht
 + b2)            (17) 

Recurrent neural network error at time t: 
l = ot

 – yt                    (18) 
A flowchart for RNN programming is shown in Figure 8. 

 
Figure 7  Recurrent neural network propagation process 

 
Figure 8  Flowchart of RNN programming 

 

Although RNN solves the problems of time series theoretically, 
it is difficult to solve the problems of long time series due to the 
length of information varies in practical applications, which can 
cause gradients to disappear or to explode.  Long Short-Term 
Memory (LSTM) network[24] is an improvement of the recurrent 
neural network, which is mainly designed to solve time series 
problems with long intervals and long delays.  LSTM depends on 
the structure of some “doors” to selectively affect the state of the 
moment in the recurrent neural network.  LSTM network has been 
used in speech recognition[25], machine translation[26] and other 
fields. 
2.4  Generative adversarial networks (GAN) 

The ingenuity of GAN lies in its design.  Technically, it is a 
combination of existing algorithms of BP.  GAN is a way that a 
set of noise is used to learn the distribution of the real data and to 
generate new data.  The structure of this network consists of two 
models, a generation model which is to capture the distribution of 
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the real data, and a discrimination model which is similar to a 
binary classifier[27]. 

Assuming that the generation model is a deep neural network 
which generates a new vector called fake data G(z) and the 
discrimination model is a fully connected network which obtains a 
probability value D(z) reflecting real data set.  x is a real data 
set[28], y is the output of the distribution model, Ed is the loss 
function of discrimination model, Eg is the loss function of 
generation model, E is the loss function of the entire network, 
whose network structure is shown in Figure 9 and the major 
formulations for the loss function are listed as Equations (19)-(24). 

Discrimination model loss function Ed : 
((1 )log(1 ( ( ))) log ( ))dE y D G z y D x= − − − +      (19) 

Generation model loss function Eg: 
(1 )log(1 ( ( )))(2 ( ( ) 1))gE y D G z D G z= − − × −     (20) 

Total network loss function E: 
(1 ) log(1 ( ( )))(2 ( ( )) 1)E y D G z D G z= − − × −     (21) 

After the loss functions are obtained, the network is optimized 
by us V(D,G),the optimization function: 
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The expressions above can be divided into two functions: 
discrimination model optimization function and generation model 
optimization function. 

Discrimination model optimization function: 

~ ( ) ~ ( )max ( , ) [log ( )] [log(1 ( ( )))]
data zx p x z p zD

V D G E D x E D G z= + −

       (23) 
Generation model optimization function: 

~ ( )min ( , ) [log(1 ( ( )))]
zz p zG

V D G E D G z= −       (24) 

According to the above, it can be observed that the 
optimization of the discrimination model and the optimization of 
the generation model are independent of each other. 

 
Figure 9  Generative adversarial networks structure 

 

The power of generative adversarial networks (GAN) lies in 
the ability to automatically learn the distribution of real sample data.  
Deep convolutional generative adversarial networks (DCGAN) 
resulting from the rise of convolutional neural network is widely 
used in image processing such as image restoration from split 
image, dynamic scene generation[29], image generation[30], and 
resolution enhancement[31].  In addition, DCGAN plays an 
important role in face detection and recognition[32].  However, it is 
difficult to train a GAN due to entail synchronization of generation 
model and discrimination model, and there is room for further 
development of GAN applications. 

A flowchart for GAN programming is shown in Figure 10. 
A summary of BP, CNN, RNN, and GAN is shown in Table 1. 
Codes of BP, CNN, RNN, and GAN in Python are provided in 

the supplemental files. 

 
Figure 10  Flowchart of GAN programming 
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Table 1  Summary of BP, CNN, RNN, and GAN 

Type Example 
references Variants Network 

structure Applications 

BP Rumelhart[33] RBF 
GRNN 

Input layer 
Output layer 
Hidden layer 

Data fitting 
Pattern recognition

Classification 

CNN LeCun[34] 
Krizhevsky[35] 

LeNet, 
AlexNet 
VggNet 

Input layer 
Convolution layer 

Pooling layer 
Full connected layer 

Image processing
Speech signal 

Natural Language 
Processing 

RNN Mikolov[36] 
Sundermeyer[37] LSTM 

Input layer 
Hidden layer 
Output layer 

Time series analysis
Emotion analysis
Natural Language 

Processing 

GAN Goodfellow[28] DCGAN Discrimination model 
Generation model 

Image generation
Video generation

3  Deep learning frameworks 

TensorFlow and Caffe are two commonly-used DL 
frameworks, which allow users to use DL without significant 
programming.  The most popular TensorFlow and Caffe 
frameworks are introduced below briefly. 
3.1  TensorFlow 

TensorFlow is an open source computing framework of 
Google that supports deep learning algorithms, including CNN, 
RNN, GAN and other variants, which can be used on Linux, 
Windows, and Mac platforms.  TensorFlow has some advantages 
including high flexibility, true portability, multi-language support, 
rich algorithm library, and excellent documentation.  TensorFlow 
provides a very rich set of deep learning application programming 
interfaces (API) including basic vector matrix calculations, 
optimization algorithms, convolutional neural networks, recurrent 
neural networks, and visual aids.  TensorFlow uses dataflow 
graphs to represent computation, shared state, and the operations 
that mutate state.  It maps the nodes of a dataflow graph across 
multiple computational devices, such as multi-core CPUS, 
general-purpose GPUS, and custom-designed ASICs, which are 
known as Tensor Processing Units (TPUS)[38]. 

A deep learning model, typically a multi-layer neural network, 
is composed of several computational layers that process data in a 
hierarchical fashion.  Each layer takes an input and produces an 
output, often computed as a non-linear function or a weighted 
linear function of a weighted linear combination of the input values.  
It is particularly popular that convolutional layers apply a local 
function or filter to all subsets of the layer’s input, such as portions 
of an image[39].   
3.2  Caffe 

Convolution Architecture For Feature Extraction (Caffe) is the 
first deep learning framework that has been widely used in industry 
as an open source.  The Caffe model and the corresponding 
optimizing methods are given as texts instead of codes.  Caffe 
gives the definition of the model, optimal settings, and pre-training 
weights.  Caffe handles massive data with high speed.  Besides, 
Caffe can be modular which easily extended to new tasks.  Users 
can define their own models using the types of neuron layers 
provided by Caffe. 

Caffe provides multimedia scientists and practitioners with a 
clean and modifiable framework for state-of-the-art deep learning 
algorithms and a collection of reference models.  The framework 
is a BSD-licensed C++ library with Python and MATLAB bindings 
for training and deploying general-purpose convolutional neural 
networks and other deep learning models efficiently on varied 
architectures[40]. 

A comparison between TensorFlow and Caffe can be found in 
Table 2. 

 

Table 2  Comparison between Tensorflow and Caffe 

Traits TensorFlow Caffe 

Support language C++, Python C++, Python, MATLAB

Support system Linux, Mac OS X, Android, 
IOS 

Linux, Mac OS X, 
Windows 

Data input format Data, ImageData Feeding, Data from a file, 
Preloaded data 

Support model CNN, RNN, GAN… CNN 

Loss function Cross-entropy loss function 
Mean squared error 

Contrative loss, Hingle 
loss, Softmax loss 

4  Recent applications of DL in smart agriculture 

Recent applications of CNN, RNN, and GAN in smart 
agriculture are summarized in this section. 
4.1  CNN applications in smart agriculture 

CNN has strong capability in image processing, which makes 
it widely used in agriculture research.  Generally speaking, most 
applications of DL in agriculture can be categorized as plant or 
crop classification, which is vital for pest control, robotic 
harvesting, yield prediction, disaster monitoring etc. 

Plant disease detection is time-consuming when it is done 
manually.  Fortunately, with the development of artificial 
intelligence, plant disease detection can be accomplished through 
image processing.  Plant disease recognition models are mostly 
based on leaf image classification and pattern recognition[41].  A 
novel DL framework developed by the Berkley Vision and 
Learning Centre was used to build a plant disease detection model.  
The model is able to recognize 13 different types of plant diseases 
out of healthy leaves, with the ability to distinguish plant leaves 
from their surroundings[42].  In another research of using DL in 
detection of plant diseases, the overall accuracy may reach 95.8% 
after 100 training iterations and may be improved to 96.3% after 
further fine-tuning.  The results are actually better than manual 
detection[43].  All these proved that DL has very impressive 
performance in detecting plant diseases. 

As many countries across the world have been developing 
initiatives to build national agriculture monitoring network systems, 
plant classification and weed identification are particularly 
important because of the implications for automating agriculture.  
Since image recognition can be applied to detect plenty of features 
of plants, CNN has been extensively used to detect weeds or 
classify plants[44-48].  In 2017, a new approach that combined CNN 
and K-means feature learning was proposed for weed identification 
and control.  Manual design features in weed identification may 
cause unstable identification results and weak generalization ability 
in feature extraction.  Thus, the application of DL and K-means 
pre-training resulted in an accuracy of identification of 92.89%[44].    

One of the pre-trained CNN architecture that is widely used for 
plant classification is AlexNet.  Experimental results based on 
AlexNet from the Istanbul Technical University in 2017 suggest 
that the CNN architecture outperforms machine learning algorithms 
that are based on hand-crafted features for the discrimination of 
phenological stages[47].  In another study, self-organizing 
Kohonen maps (SOMs) were used for optical images segmentation 
and subsequent restoration of missing data in a time-series of 
satellite imagery.  Supervised classification with CNN was 
performed.  This method added a post-processing step that 
included several filtering algorithms based on the available 
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information and geospatial analysis.  An accuracy of 85% was 
achieved for classification of major crops (wheat, maize, sunflower, 
soybean, and sugar beet)[42].  However, there are challenges that 
have slowed down the application of CNN for plant classification.  
For example, each pixel of the space borne SAR (synthetic aperture 
radar) imagery is characterized by backscatter phase and intensity 
in multiple polarizations.  Both data sources have multitemporal 
nature and different spatial resolutions[47].  Information fusion is 
thus important in the future to make DL more applicable in this 
area. 

Fruit counting is important for yield prediction and robotic 
harvesting.  The traditional manual counting or mobile camera 
counting cannot provide satisfactory results and are 
time-consuming.  Because of changes in occlusion and 
illumination, pre-processing such images is challenging.  Regular 
DL methods have difficulty in solving these problems.  A blob 
detection method has proven to be useful[48], which was proposed 
to accompany a fully convolutional network (FCN).  The first step 
of the method is to collect human-generated labels from a set of 
fruit images.  Then, a blob detection FCN was trained to perform 
image segmentation.  After that, a count convolutional network 
was trained to take the segmented image and output an intermediate 
estimate of the fruit count.  The final step of the work was to train 
a linear regression equation to map intermediate fruit count 
estimates to final counts using human-generated labels as the 
ground truth.  This approach using DL with blob detection 
improved not only the accuracy but also the efficiency of counting. 

Land classification usually involves classification of large 
areas of land and is important to such purposes as land use and land 
cover (LULC), disaster risk assessment, agriculture, and food 
security[49].  For classification and area estimation in the remote 
sensing and other agriculture imagery, DL techniques has been 
applied.  The general idea of this DL approach is to fuse or 
integrate data acquired by multiple heterogeneous sources by using 
machine learning techniques and emerging big data and 
geo-information technologies to provide data processing and 
visualization capabilities.  The methodology can be divided into 
four steps: noise filtration and data clustering, classifying land 
cover, map post-processing with filtering, and geospatial analysis.  
In addition to satellites, unmanned aerial vehicles (UAV) are now 
widely used to investigate various resources[50] based on deep CNN 
(DCNN) and transfer learning (DTCLE).  A feature extraction 
method based on DCNN was used to extract cultivated land 
information by introducing a transfer learning mechanism.  
Finally, cultivated land information extraction results were 
completed by the DTCLE and e-Cognition for cultivated land 
information extraction (ECLE).  The overall precision of DCTLE 
and ECLE were both around 90%, but in terms of integrity and 
continuity, DTCLE outperformed ECLE.  This instance is an 
extension of DL that can be applied in agriculture.  The utilization 
of UAVs permits acquisition of high-quality images.   

 Item detection is a fast-growing domain in DL.  In 
agriculture fields, obstacle detection is also important for farmers, 
especially when highly autonomous machines have been 
increasingly used.  In order to operate these machines safely 
without supervision, they must perform automatic real-time risk 
detection with high reliability[51].  An image classification method 
with the AlexNet and DCNN were utilized to enhance 
performances.  The accuracy reached 99.9% in row crops and 
90.8% in grass mowing, which is much better than traditional 
ethods[52].   

Information from satellite is very precious and important for 
making sustainable land use planning for minimizing CO2 emission, 
maximizing economic returns, and minimizing land degradation.  
The challenge with using information is to interpret the images 
collected.  Translating satellite images by using convolutional 
neural networks (CNN) and genetic algorithms has become a useful 
strategy for decision making, especially for precision agriculture 
and agroindustry.  The data can be used to classify plant types in a 
land area using CNN.  Land types and other data can be added to 
the grid form.  A grid form model was evaluated to assess 
objectives and a genetic algorithm was used produce an optimal 
solution[53].  Flower grading was also done by using a similar 
concept[54]. 

CNN can also be used in weather forecasting[55], which is key 
to agriculture.  Crop yield prediction before harvest is crucial to 
farmers, consumers, and the government in their efforts to design 
strategies for selling, purchasing, market intervention, and food 
shortage relief.  CNN has also been used to predict yield in 
agriculture[56].  It can be used for studying not only crops but also 
animals.  For example, CNN has been extensively used to classify 
animal behaviors[57,58]. 
4.2  RNN applications in smart agriculture 

RNN is very useful to process time series data and has been 
used in many agricultural areas, such as land cover classification, 
phenotype recognition, crop yield estimation, leaf area index 
estimation, weather prediction, soil moisture estimation, animal 
research, and event date estimation. 

Land cover classification (LCC) is considered as a vital and 
challenging task in agriculture, and the key point is to recognize 
what class a typical piece of land is in.  In the past, a lot of 
applications are based on mono-temporal observations and ignoring 
time-series effects in some problems.  For instance, vegetation 
changes its spatial appearance periodically, which can confuse the 
mono-temporal approaches.  Meanwhile, mono-temporal 
approaches might be influenced by some biases, like weather.  
Therefore, deep sequence models have been applied, and a 
widely-used variant RNN model is the LSTM.  In an experiment 
led by Rußwurm et al.[59], the LSTM network outperformed all 
mono-temporal models (CNN and SVM) as well as the standard 
RNN.  Ienco et al.[60] combined the LSTM units with other 
machine learning models (SVM, RF) and compared them with 
mono-temporal approaches.  They concluded that SVM with 
LSTM units worked the best.  In addition, RNN models are used 
not only in recognition of land cover classes but also detection of 
the changes of land.  Lyu et al.[61] established a network called 
REFEREE (learning a transferable change rule from RNN for 
change detection), which consisted of two groups of picture input 
(same region, different timestamp), several LSTM units, and a 
graphical output showing regions experiencing changes.  By 
applying RNN models, REFEREE could learn a stable and rational 
change rule, in both binary change cases and multi-class change 
cases. 

Plant phenotyping has become a hot topic, yet a challenging 
one, because of the increasing need of precision agriculture.  
Briefly, plant phenotyping means to recognize the kind of a plant 
through its appearance or traits.  Most machine learning 
approaches have relied on individual static observations, which 
cause incorrect recognition of similar plants in typical periods.  A 
new deep learning structure for plant phenotype recognition was 
created by Namin et al.[62], in which CNN was combined with 
LSTM units.  According to their structure, CNN was to extract 
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features and its output was fed into an LSTM unit in order to build 
a sequence model.  Experiment results indicated that the sequence 
model improved accuracy significantly, compared with a previous 
pure CNN model, from 76.8% to 93%. 

Beyond CNN, RNN has also been used for crop yield 
estimation, which uses time series data to reduce biasing.  Minh et 
al.[63] trained two RNN-based classifiers, an LSTM network and a 
Gated Recurrent Unit (GRU) network, and applied them in the task 
of mapping winter vegetation quality coverage, along with 
mono-temporal models.  Their results indicated that the GRU 
model outperformed all other models, with an accuracy of 99.05% 
for a 5-fold cross validation dataset. 

The leaf area index (LAI) is a key attribute of many 
agricultural models.  Accurate LAI and its dynamics are widely 
used for estimations of environment, vegetation status and carbon 
cycle etc.  Traditional LAI estimation methods fall into two 
categories, empirical methods and physical methods.  The LAI 
results may suffer from spatial or temporal discontinuities, which 
limit their applications in climate simulation and weaken their 
robustness.  To solve the problem, an RNN-based model named 
NARX (Nonlinear Autoregressive model process with eXogenous 
input) was applied.  The inputs of the NARX model were 
previous prediction values and the current and previous values of 
an exogenous input signal.  The inputs were fed to an RNN and 
the prediction Y were a part of inputs in the next time step.  This 
model took not only independent inputs into consideration but also 
the output of the model in the past, making it more powerful and.  
Chai et al.[64] established a model based on the NARX model called 
NARXNN to estimate time-series LAI.  They trained the model 
on several datasets and made indirect and direct validation, both of 
which suggested that NARXNN is a promising tool for time-series 
LAI estimation.  In application, Chen et al.[65] applied a NARX 
model to predict the LAI of rubber.   

RNN is useful for time series and thus has been used in 
weather prediction.  In Biswas et al.[66], three models were 
compared for weather prediction: an RNN-based model named 
NARXnet, a case-based reasoning model (CBR), and a segmented 
CBR model.  The input of NARXnet was the weather attributes of 
a days before the target day and b predictions and targets.  This 
structure means that NARXnet could not only learn from historical 
data but also from the previous predictions.  The NARXnet got an 
accuracy of 93.95%, outperforming the other two models 
significantly.  In addition, Zaytar et al.[67] established a new 
LSTM model to predict 24 and 72 hours weather attributes of a city: 
temperature, humidity, and wind speed.  Compared with normal 
RNNs, their structure consisted of an input layer, two stacked 
LSTM layers connected with a dense layer, an activation layer and 
a repeat layer.  They used hourly attributes data of 15 years to 
train the model and got competitive results compared with other 
traditional methods.  These suggest that deep RNN-based methods 
are a competitive alternative for weather forecasting.   

Soil moisture (SM) is a vital hydrological attribute for 
precision agriculture, meteorology, and climate change.  However, 
SM in farmlands is a function of many factors and can vary 
extremely with time and space, causing difficulty in precise 
estimation.  Neural networks are applied to this task naturally 
because they can estimate complex functions and time-series input.  
Lu et al.[68] tested a simplified NARX model whose input was only 
the current features and the prediction it had given in the last time 
step.  They compared the predictions with the soil moisture data 
given by Japan Aerospace Exploration Agency (JAXA), the Land 

Surface Parameter Model (LPRM), and the Global Land Data 
Assimilation System (GLDAS).  The direct validation indicated 
that their model remained stable and competitive in both frozen and 
unfrozen seasons.  In addition, Tzeng et al.[69] used a typical 
NARX model to estimate the dynamics of soil moisture.  They 
used a NARX model (DLNN as they called) to predict soil 
moisture on an hourly basis and compared the predictions with 
ground measurements.  The experiments showed that the model 
was a promising tool for the task. 

RNN has also been used in studying animals in both the 
macroscopical and the microcosmic scales.  With the development 
of deep learning, RNN-based models have proven to be very 
competitive.  In South Africa, the movement of elephant herds 
hurt the endangered species of vegetation.  Palangpour et al.[70] 
trained an RNN model combined with the particle swarm 
optimization (PSO) algorithm to predict the locations of elephant 
herds.  The results indicated that the RNN model could provide 
predictions with a low level of errors.  In another research, 
Demmers et al.[71] applied a first-order RNN for estimation of pig 
growth.  The result showed that the first-order RNN worked well 
to predict pig growth.   

RNN can also be used for event date estimation[72] and many 
other purposes.  As we have seen, sequence models have been 
increasingly applied in agriculture, even though the main deep 
learning methods used in agricultural tasks are still the CNN-based 
models.  If we look through the applications of sequence models, 
it is not hard to conclude that where sequence models can play an 
important role are usually tasks that involve a long time period or 
require stability in the long term.  The main mechanism of 
improvements resulting from sequence models is to overcome bias 
that occurs at typical time points or locations.   
4.3  GAN applications in smart agriculture 

GAN is a new kind of neural network but has been considered 
a very useful method in many fields, especially in image processing.  
GAN has often been used to enrich datasets.  It has not been 
applied to agriculture widely. 

Ledig et al.[73] used GAN to solve feature loss caused by down 
sampling.  If a picture is compressed, some features can be lost or 
become inaccurate and there is a need to recover photo-realistic 
textures from it.  To do that, they introduced a perceptual loss 
function made up of an adversarial loss and a content loss.  
Compared with widely-used pixel-wise MSE loss, the content loss 
function they used was motivated by perceptual similarity.  After 
being trained with 350 K images, their model could recover highly 
compressed images and outperformed some state-of-the-art models 
at that time.  This work is so fundamental that it can be used in 
almost every project containing image processing, particularly in 
agriculture fields where many applications are based on remote 
sensing images. 

In another study, Barth et al.[74] attempted to overcome the gap 
between large quantity of data deep learning models require and the 
shortage of manually annotated datasets.  They used a GAN-based 
model, called unsupervised cycle generative adversarial network, to 
optimize the realism of synthetic agricultural images.  In their 
work, 10500 synthetic, 50 empirically annotated, and 225 
unlabeled empirical images were used to train their model and they 
hypothesized that the similarity between synthetic images and 
empirical images can be improved qualitatively to improve the 
translation of features.  The results showed that the synthetic 
images were translated well on local features such as color, 
illumination scattering and texture while global feature translation 
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was not so good. 
4.4  A Meta-Analysis of DL applications in smart agriculture 

Many pure DL research articles are published in the ACM 
proceedings.  In contrast, applications of DL in agriculture are 
more often published in research journals.  Among the published 
papers, the well-known databases of Science Citation Index (SCI) 
and Social Science Citation Index (SSCI) collect the most 
representative and qualified papers.  Thus, a meta-data analysis 
was performed using the bibliographic datasets, which contain the 
metadata information, like journals, authors, publication year, 
citations, and institutions.  The metadata analysis, also called as 
bibliometric analysis, belongs to the field of scientometrics.  The 
analysis has the advantages of data-driven characteristics, and 
being objective, complete and repeatable[75]. 

The analysis involved the following steps: collecting datasets 
from the bibliographic databases with explicit search strategies; 
analysis of yearly output, topics, and related disciplines; and 
displaying of an overall picture of DL-agriculture research. 

The search strategy is as follows: 
(TS=(deep learning) AND SU=agriculture) AND language: 

(English) AND type: (Article) 
Time span: 1985-2018 Index: SCI-EXPANDED, SSCI 

where, TS stands for “topic”, SU stands for “research area”. 
Forty-seven records were obtained by applying the search term 

in the core collection of Web of Science database.  
“SU=agriculture” was used to confine the research areas in the 
field of “agriculture”.  The analysis results were displayed as 
follows. 

Publication Yearly Output 
The publication counts, to some degree, reveal the research 

intensity in a field.  The yearly output of publications is shown in 
Figure 11.  Also, the Total Local Citation Scores (TLCS) and 
Total Global Citation Scores (TGCS) are shown in the figure.  
The primary vertical axis is set for the “Recs” and “TLCS”, and the 
secondary vertical axis is set for “TGCS”.  TLCS stands for the 
field recognition and TGCS stands for the recognition without field 
constraint.  These values are computed with the bibliometric 
software, HistCite[76]. 

 
Figure 11  Publication yearly output (Recs stands for article 

records, TLCS stands for the Total Local Citation Scores, TGCS 
stands for the Total Global Citation Scores) 

 

From the figure, it can be observed that the overall publication 
trend is upward from the Recs counts.  However, from the number 
changes of the TLCS, one can tell that most of the TLCS are zeros, 
meaning that DL-agriculture application articles are not citing each 
other.  This suggests that applications of DL in agriculture fields 
are highly divergent and scattered in very different research 
purposes.  It also implies that more challenges and chances remain 
in the research direction.  A notable point in the TGCS is that in 
2002, the paper “Changing systems for supporting farmers' 

decisions: problems, paradigms, and prospects”[77] drew wide 
attentions from all disciplines.  This paper may be regarded as a 
pioneering article advocating machine learning for agriculture 
applications.  As there are citation windows, the papers need time 
to accrue citations.  The papers in 2016 are impressive for having 
acquired 44 global citations (TGCS=44).  DL-agriculture papers 
in 2016 discussed topics including plant identifications[78], and pest 
detections[79], etc. 

To have a close look at the research topics, the following 
co-word analysis was conducted, which was based on the keyword 
co-occurrence relations.  The illustration was generated by the 
bibliometric software, CiteSpace[80], as shown in Figure 12. 

 
Figure 12  Co-word visualization for the research articles 

 

In Figure 12, the node size is proportional to the keyword 
frequencies.  The different clusters are generated and tagged with 
polygons.  The topics for each cluster were generated with Latent 
Dirichlet Allocation (LDA)[81], as shown by the red-colored words.  
The first and the second cluster (cluster #0 and cluster #1) focus on 
the topic of development policy.  The third and fourth cluster 
(cluster #2 and cluster #3) focus on recognition, using CNN and 
structure similarity theory, respectively.   

The revealed topics provide a landscape of the domain expert 
knowledge at a micro level.  How the subject of agriculture in a 
macro-level is affected by the research fever is still not clear.  
Journals can reveal the macro status of research trends to some 
level.  Relevant journals were investigated and the results are 
listed in Table 3. 

 

Table 3  Top ten high-impact journals that publish 
DL-agriculture papers 

Index Journal Recs TLCS TGCS

1 Agricultural Systems 3 0 253 

2 Biology and Fertility of Soils 1 0 36 

3 Vadose Zone Journal 1 0 25 

4 Agricultural Economics 1 0 24 

5 Computers and Electronics in Agriculture 10 3 23 

6 Agricultural Sciences in China 1 0 16 

7 Biosystems Engineering 2 1 15 

8 Canadian Journal of Soil Science 1 0 15 

9 Agriculture and Human Values 1 0 13 

10 Crop & Pasture Science 1 0 13 
 

The journals are listed by the descending order of TGCS index, 
higher ranking meaning higher all-discipline impacts.  The 
number provides a direct and simple indicator for the journal 
impacts on the DL-agriculture research.  However, the distribution 
on how the research combines different disciplines is still not clear.  
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The following overlay visualization based on dual-mapping was 
thus performed, as shown in Figure 13. 

The dual-mapping consists of two mappings based on datasets 
of large-scale journals from all disciplines.  The whole science 
mappings consist of the citing journal cluster on the left side and 
the cited journal cluster on the right.  The citing cluster contain 
10 330 all-discipline journals and the cited cluster contain 10 253 
all-discipline journals[82].  Each point in the figure stands for a 

journal and the large-scale network clustering method generated 
these clusters, called “Blondel clusters”[83].  Thus, the citing 
trajectories over different disciplines can be visually depicted on 
this base map.  One can tell that plant science, chemistry, and 
economics are also the citation sources besides the computer 
science discipline.  This is in line with intuitive understanding.  
More research energy may have the potential to link the above 
mentioned disciplines in the near future. 

 
Figure 13  Overlay visualization of DL-agriculture research on the whole science dual-mapping 

 

5  Discussion 

Most of the recent advances in agriculture fields made by 
researchers are closely connected to production and every other 
part of agriculture for the purposes of improving productivity of 
crops, reducing and preparing for the plant diseases, boosting 
mechanized and automated modern agriculture and agro-industry.  
DL is usually used for image recognition or data classification, 
which can be summarized to include four steps: data collection and 
data preprocessing, neural network training, model testing, and 
final result analysis.   

For the first step, the combination of DL with other advanced 
technologies, such as unmanned aerial vehicles (UAVs), radar, and 
Internet of Things, can provide high quality datasets of images and 
other forms.  These data greatly enhance applications of DL in 
agriculture and improve the accuracy of resulting tools[84].  For the 

second step, new training algorithms and methods can enhance the 
accuracy, especially for those applications that require high 
precision.  K-means feature learning, blob detection, FCNN, 
AlexNet etc. play an increasingly important role.  Model testing 
with new data is always an important third step.  In the final step, 
the results are interpreted and analyzed. 

Either from historical research statistics or the recent research 
results, it can be shown that DL can be well applied in agriculture 
to solve various problems that have concerned farmers and 
scientists for a long time.  With the help of novel techniques and 
new theories, these new approaches outperform the previous 
methods in many ways.  Take image recognition for instance, 
previously, scholars may collect images and use DL to do 
classification by analyzing pixels in RGB images[85].  The result 
of this method can be satisfactory under certain optimal conditions.  
Because of illumination changes, displacement of targets by winds, 
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camera jitter, zoom changes, unexpected changes in camera 
parameters; inconsistent recognition and classification occur[41].  
Therefore, color analysis can be unreliable since it usually relies on 
the color distribution in an image and there are many conditions 
where the temporal consistency of this feature is violated[36].  For 
plant color application, methods based on vein and pattern 
recognition have been proposed to reduce the uncertainty for 
analysis of color in an image[86], because vein is also a robust and 
significant feature of the plants and usually vein morphological 
patterns are a good leaf fingerprint.  The correlation between vein 
characteristics and some properties of the leaf seldom change when 
and after pre-processing the images.   

Because there are many applications in agriculture not 
equipped with recent new techniques, there is still a lot of room for 
expanding DL in agriculture research.  Although some of the 
results gained accuracy around or higher than 95%, robustness and 
reliability are still challenges.  The promise of the application of 
DL in agriculture can be foreseen.  Moreover, it is very possible 
that future development of DL in agriculture will be based on not 
only a single theory or method but a combination of multiple 
methods.  The metadata analysis shows that applications of DL in 
agriculture are upward from the Recs counts.  However, they are 
highly divergent and scattered in very different research purposes.  
It implies that more challenges and opportunities remain in the area 
and more efforts are needed. 

6  Conclusions 

In this summary, the concepts, tools, limitations, algorithms of 
DL are summarized.   Applications of DL in agriculture are 
reviewed.  It can be observed that DL has been widely used in 
different areas of agriculture, such as plant disease detection, plant 
classification and weed identification, fruit counting, land 
classification, obstacle detection, image translation, weather 
forecasting, yield prediction, and animal behavior classification.  
While DL research is gaining momentum in general, research of 
DL for agriculture is very divergent according to the metadata 
analysis.  There are many opportunities for DL applications in 
smart agriculture, such as: 

(1) Agriculture information processing.  Monitoring the status 
of plants and animals is vital to agriculture production.  Some 
status variables of plants and animals cannot be measured directly.  
Under this case, DP can be used to determine unmeasured 
information from measured one because different variables of plant 
status may have some dependent relationships.  In agriculture 
production, plants or animals interact with environmental factors.  
It is difficult to build a pure mechanism-based-model structure to 
describe the relationship between plants (or animals) and 
environmental factors.  As a data-driven-model structure, DP can 
be directly used to build the relationship of plant (or animal) factors, 
environmental factors and plant (or animal) growth status.  This 
will facilitate agriculture information processing.   

(2) Agriculture production system optimal control.  Control 
strategies in agriculture production system often rely on farmer 
experience or experts knowledge, which do not consider plant 
(animal) physiological status or real time demand.  This 
unavoidably makes the strategies not optimal.  An advantage of 
DP is to model complex systems without heavily relying on the 
knowledge of mechanisms.  By using DP to model agriculture 
production systems, optimal control strategy development thus 
becomes possible, which makes use real time measurement of plant 
(animal) physiological status and historical data.   

(3) Smart agriculture machinery equipments.  Agriculture 
production involves numerous kinds of tasks.  These tasks are 
often labor consuming and the working environment is very 
challenging.  Using DP to mimic human behavior and driven 
agriculture machinery equipments has prospective future in many 
areas of agriculture, such as seeding, management, harvesting, and 
post-harvest processing.  For example, a robot that can be used to 
harvest apples is very useful.  It must be intelligent enough to 
position apples and pick apples with a high efficiency.  Under 
natural condition, background light, tree branches and leaves have 
strong interference to computer vision signal.  The routes of robot 
arms reach targets should also be optimized.  For all these issues, 
DP techniques may be very useful. 

(4) Agricultural economic system management.  Agriculture 
yield itself is not enough for agriculture.  There are many more 
factors should be considered such as the prices and the quality of 
agriculture products.  It is very meaningful to predict agriculture 
product prices.  However, prices are related to many variables.  
Under this case, DP can be used to model price changes with 
different variables.  There are complex relationships between 
agriculture product quality and nutrition, human health, and 
economy.  DP can be used to model the complex relationship and 
enhance agricultural economic system management.   
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