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Abstract: Accurate data acquisition and analysis to obtain crop canopy information are critical steps to understand plant growth 
dynamics and to assess the potential impacts of biotic or abiotic stresses on plant development.  A versatile and easy to use 
monitoring system will allow researchers and growers to improve the follow-up management strategies within farms once 
potential problems have been detected.  This study reviewed existing remote sensing platforms and relevant information applied 
to crops and specifically grapevines to equip a simple Unmanned Aerial Vehicle (UAV) using a visible high definition RGB 
camera.  The objective of the proposed Unmanned Aerial System (UAS) was to implement a Digital Surface Model (DSM) in 
order to obtain accurate information about the affected or missing grapevines that can be attributed to potential biotic or abiotic 
stress effects.  The analysis process started with a three-dimensional (3D) reconstruction from the RGB images collected from 
grapevines using the UAS and the Structure from Motion (SfM) technique to obtain the DSM applied on a per-plant basis.  Then, 
the DSM was expressed as greyscale images according to the halftone technique to finally extract the information of affected and 
missing grapevines using computer vision algorithms based on canopy cover measurement and classification.  To validate the 
automated method proposed, each grapevine row was visually inspected within the study area.  The inspection was then 
compared to the digital assessment using the proposed UAS in order to validate calculations of affected and missing grapevines 
for the whole studied vineyard.  Results showed that the percentage of affected and missing grapevines was 9.5% and 7.3%, 
respectively from the area studied.  Therefore, for this specific study, the abiotic stress that affected the experimental vineyard 
(frost) impacted a total of 16.8 % of plants.  This study provided a new method for automatically surveying affected or missing 
grapevines in the field and an evaluation tool for plant growth conditions, which can be implemented for other uses such as 
canopy management, irrigation scheduling and other precision agricultural applications. 
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1  Introduction  

Worldwide, 80% of the grape production is processed  
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promote economic development of burgeoning wine 
producing countries, such as China.  However, this 
industry is limited by the monitoring tools implemented, 
which determines the level and efficiency of management 
strategies to prevent and minimize the effects of biotic, 
abiotic stresses and natural disasters on crop yield and 
quality.  Specifically, for vineyards, these effects can 
result in affected or even missing grapevine plants due to 
partial or complete plant loss.  Hence, these effects have 
a direct relationship to the level of production and quality 
of grapes in the short and long term[1,2].  Furthermore, 
these effects can lead to significant economic losses 
depending on the severity of the specific detrimental 
effects.  Therefore, it is necessary to efficiently acquire 
accurate and timely information from grapevines for 
management purposes, which can be time consuming and 
costly using only visual inspections or any other common 
management techniques that are currently available.  
Specifically, the quantification of canopy loss from 
affected and/or missing grapevines by moderate to severe 
effects of biotic or abiotic stresses is important for the 
assessment of the potential impacts on vigor, grape 
development, grape quality and final yield.  A rapid, 
accurate and easy to implement assessment tool that is 
able to identify affected plants based on remote sensing 
techniques will allow growers to improve management 
strategies related to pest and disease management, frost 
control and plant replacement if necessary, among others.  
1.1  Remote sensing technologies and platforms 
applied to vineyards 

Remote sensing technologies using different 
platforms, such as satellite, airborne and more recently 
Unmanned Aerial Systems (UAS), have been applied in 
the viticultural industry worldwide.  In relation to 
remote sensing platforms, it is important to note the 
advantages and disadvantages between satellite, airborne 
and UAS in terms of spatial and temporal resolution of 
data acquisition.  The advantage from satellite based 
remote sensing, besides higher spatial resolution, is that 
data can be accessible for free from some platforms such 
as Landsat 7-8 or Moderate-Resolution Imaging 
Spectroradiometer (MODIS) for visible and multispectral 
information.  The main disadvantage is the pixel 

resolution, which for the MODIS is 30 m × 30 m per 
pixel, making the assessment difficult in a plant by plant 
basis, since plants are separated just by a couple of meters.  
However, in the case of IKONOS and WorldView 2 (data 
not free), the panchromatic pixel resolution is 1 m × 1 m 
and multispectral resolution is 2 m × 2 m respectively.  
This information can be useful for some studies related to 
canopy structure and leaf area estimations[3].  It was also 
shown that more accurate and spatially representative 
Leaf Area Index (LAI) can be achieved from MODIS 
data combined with higher spatial resolution information 
and interpolation techniques[4].  However, a big satellite 
pixel footprint will mix information from canopies and 
soil in a heterogeneously distributed crop plantation such 
as vineyards.  A temporal resolution problem from 
satellites is also found in the re-visitation time to the same 
monitoring area, which is around 16 d in the case of 
Landsat 7-8.  Furthermore, these intervals will render 
poor to useless information in cloudy days.  

Most of the indices that can be calculated from 
satellite remote sensing data requires atmospheric 
corrections to be more accurate and valid[5].  This is not 
the case for UAS due to low altitude survey (50-     
100 m.a.g.).  The most common indices for grapevines 
have been used are Plant Density Maps[6] and Normalized 
Difference Vegetation Index maps (NDVI)[7].  

There are lots of researches related to the application 
of remote sensing techniques using different platforms. 
Li[8] analyzed the variability within canopy growth of 
grapevines using the NDVI obtained from spectral remote 
sensing techniques.  This study provided the basis for 
the potential applications of remote sensing for growth 
monitoring and yield estimation of field crops. Recently, 
authors have proposed monitoring crop 
evapotranspiration at high spatial resolution using 
airborne and UAS platforms coupled with thermal 
infrared and multispectral remote sensing techniques[9-11]. 
Carrasco-Benavides et al.[12,13] obtained crop coefficients 
and actual evapotranspiration in vineyards by using 
multispectral satellite images and the Mapping 
Evapo-Transpiration at high Resolution with Internalized 
Calibration (METRIC) model.  In the case of canopy 
structure and vigor monitoring, Johnson et al.[6] analyzed 
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grapevine leaf area with multispectral images obtained 
from satellite remote sensing techniques.  Mathews and 
Jensen[14] performed visual and quantitative analyses of 
grape LAI with high-density point clouds acquired with 
an UAV.  Fuentes et al.[3] associated grapevine leaf area 
with high resolution (2 m × 2 m per pixel) satellite 
multispectral remote sensing from WorldView2 
compared to the cover photography method and ground 
truth data.  Finally, Ballesteros et al.[15] characterized 
grapevine canopies using UAV-based remote sensing and 
photogrammetry techniques. 

The main advantage of high spatial and temporal 
resolution remote sensing technologies is that they can 
rapidly survey a wider area of vineyards compared to 
what is feasible using ground based methods or visual 
inspections.  Furthermore, having higher spatial 
resolution information from vineyards, such as those 
acquired by UAS platforms, could allow a plant-by-plant 
based inspection of abiotic and biotic stresses that can 
affect canopy development and growth[16,17] and open up 
the development of automated systems for the 
identification and classification of affected plants.  
1.2  Unmanned Aerial Systems (UAS): multispectral 
versus visible imagery  

UAS remote sensing has been one of the technologies 
with the highest rate of development for precision 
agriculture applications within the last five years[18-20].  
With higher temporal and spatial resolution capabilities, 
this technique has been increasingly applied in viticulture.  
For example, Primicerio et al.[19] acquired information 
from grapevines in central Italy using an UAS with 
promising results for precision viticulture. Baluja et al.[7] 
acquired multispectral remote sensing images using an 
UAS to estimate grape moisture changes.  Hall et al.[13,16] 
analyzed grapevine canopies using high-resolution 
multispectral images obtained from an UAS.  Most 
recently, multispectral and thermal imagery information 
has been used to calculate energy balance from crops, 
including vineyards, at the pixel level to obtain 
evapotranspiration in high spatial resolution using 
UAS[10,11]. 

Current remote sensing methods for canopy growth 
assessment are mainly based on multispectral remote 

sensing imagery.  However, spectral remote sensing 
methods are affected by spatial and temporal resolutions, 
spectral bands and other properties from objects of 
interest.  The spectral bands can result in some problems 
in data analysis associated to plant material with different 
spectra (different growth rate), separation of plant 
material and shade, different plant material with similar 
spectra (such as the case of weeds in the inter-row) and 
mixed information per pixel (associated to spatial 
resolution)[3].  These problems increase the difficulty for 
crop identification and classification[21,22].  Moreover, 
multiple spectral bands require expensive instrumentation 
with specific requirements in operator skills and 
knowhow for data acquisition, processing and high 
computer processing power.  However, the later issues 
can change in the near future due to rapid advances in 
specialized technical training of personnel, technology, 
software development and computing processing 
capabilities.  

High resolution photogrammetry capabilities for UAS 
are currently very easy and affordable to acquire and they 
can offer a variety of applications to assess canopy 
structure and spatial differences in growth patterns for 
crops.  
1.3  Application of the Digital Surface Model (DSM) 
to photogrammetry 

A DSM is a model of identifiable ground objects 
including buildings, forest trees and crop plants, among 
others.  It can provide elevation information of various 
ground objects to show surface undulation conditions and 
crop growth conditions.  The DSM technique has been 
widely applied to monitoring forests, urban green 
infrastructures and vegetation analysis of different 
environments.  In the case of vineyards, Turner et al.[23], 
and Burgos et al.[23,24] collected the images with UAV to 
generate a DSM for vineyards from RGB images applied 
to precision viticulture.  Lucieer et al.[22], performed 3D 
reconstruction with the remote sensing images acquired 
using a fixed-wing UAV and obtained an high-resolution 
DSM information to monitoring soil erosion using 
Structure from Motion algorithms (SfM).  In the same 
way, Zhang et al.[25] used these techniques to construct 
3D plant maps.  Furthermore, Turner et al.[23] obtained 
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micro landscape information from Antarctic moss 
seedbed using DSM.  Bendig et al.[26] generated the crop 
DSM with RGB images captured with UAV to estimate 
barley biomass. 

For ground-based photogrammetry, several studies 
have been conducted to detect canopy architecture and 
vigor parameters on horticultural tree canopies using 
digital imagery and image analysis algorithms, which 
have been based on the automated analysis proposed by 
Fuentes et al.[27] applied to Eucalyptus trees.  This cover 
photography technique has been applied successfully to 
grapevines[3], apple trees[28] and cherry trees[29].  
Currently, there is a free computer application (App) 
released in 2015, which incorporates the algorithms 
proposed by Fuentes et al.[30] called VitiCanopy, that can 
be applied to other tree species by selecting an 
appropriate light extinction coefficient (k).  All the 
previous studies are based on upward-looking cover 
photography and automated analysis algorithms with the 
exception of Fuentes et al.[3] who used the cover 
photography technique to images obtained from the top of 
the canopy at 0o Nadir with very accurate results 
compared to allometric measurements.  Proximal cover 
photography has been recently applied to UAS digital 
photography by automatically detecting plants and 
cropping images with a surface equal to the plantation 
area (determined by the distance between plants and 
between rows). 

Based on the previous research described, this study 
proposed the use of DSM through three-dimensional 
reconstruction with SfM techniques, and photogrammetry 
algorithms applied to RGB imagery obtained using UAS 
at the plant by plant scale to assess potential biotic or 
abiotic stresses affecting grapevine canopies. 

2  Materials and methods 

2.1  Site description and plant material 
The experimental field is located at the vineyards 

belonging to Chateau Zhihui Yuanshi in the East Helan 
Mountain Area of Ningxia (38.58°N, 106.01°E, 1194 
m.a.s.l.) (Figure 1).  The climate of the region is 
classified as a temperate arid with a mean annual 
precipitation of about 180 mm.  The frost-free season 

corresponds to 180 days per year. The accumulated 
degree days (ADD base 10ºC) from April to September 
corresponds to 3360ºC.  The soil is mainly sandy in 
texture with high water infiltration velocity. After many 
years of development, this area has become a renowned 
region for wine grapes in China.  

 
Figure 1                  Experimental field located at the 

Chateau Zhihui Yuanshi in the East Helan Mountain Area of 
Ningxia  

(38.58°N, 106.01°E, 1194 m.a.s.l.) 
 

The experimental vineyard is planted with 6-year-old 
grapevines (Vitis vinifera L.), cultivar Carbernet 
Sauvignon.  The row direction is S–N with spacing 
between plants and between rows corresponding to    
1.5 m × 3.8 m respectively (1754 plants/hm2).  The 
grapevines are drip irrigated with 0.2 L/h drippers spaced 
at 0.3 m between them.  The irrigation strategy used is 
the Regulated Deficit Irrigation (RDI) technique, which 
imposes mild to moderate water stress levels from the 
veraison phonological stage until harvest[31-33].  The total 
water application per season varies between 9.0 ML/hm2 
to 13.5 ML/hm2 depending on weather for specific 
seasons. 

The original soil in the region is highly infertile, 

which coupled with high probability of frost damage can 
cause moderate to severe losses of canopies.  This study 

was performed in September 27th of 2015 in the area 

under RDI, corresponding to 1.5 hm2.  In this 

experimental area, management strategies, such as 
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irrigation, canopy management and fertilization are more 
closely monitored compared to the rest of the vineyard.  

As a result, the growing of grapes in this area is optimal 
compared to the whole region.  Even though this intense 

management schedule, affected and missing plants can be 

found in the experimental area, which was the focus of 
the experiment. 

2.2  UAS platform and image acquisition specifications 
In this study, a DJI Phantom 2 Vision plus quadcopter 

(DJI, Shenzhen, China) was used as the survey platform 

(Figure 2).  This aircraft is a small sized four-axis 
quadrotor aerial vehicle with a flight control system, an 

RGB camera, a three-axis stabilizing gimbal and WiFi 

communication capabilities.  The quadcopter 
specifications are: 1242 g of weight, 5200 mA·h of 

battery capacity, maximum speed of 15 m/s, and 

maximum flight time of around 15 min.  The camera 

specifications are 4384×3288 pixel resolution, with an 

effective resolution of 14 megapixels.  The camera can 

obtain real-time imaging and record high-definition 

videos.  The high-precision three-axis gimbal can 

control stability with an accuracy of ±0.03° to guarantee 

the accuracy and precision of image acquisition.  In 

addition, users can connect a smart mobile device 

wirelessly to the UAV via WiFi to obtain real-time 

transmission of images and videos. 

 
Figure 2   Image showing the DJI Phantom 2 Vision+ Unmanned 
aerial vehicle remote sensing platform used for this study with the 

gimbal and high resolution camera attached 
 

To reduce the complexity of the UAS operation, the 
Pix4Dcapture software (Pix4D, Lausanne, Switzerland) 
was used to control the flight and capture the RGB 
images.  The Pix4D capture is a free version of the 
Pix4D mapper Pro software, which allows to using the 
UAS as a mapping and measuring tool by defining 

autonomous mapping flights through pre-defined 
waypoints for data acquisition. 
2.3  Analysis of elevation resolution 

A test was conducted in the vicinity of Teaching 
Building of Electrical and Mechanical College in 
Northwest Agriculture and Forestry University in China 
to verify the resolution of images at the flight elevation 
selected (80 m).  For this purpose, 21 cardboard boxes 
of 50 cm×60 cm of width and length respectively were 
aligned with incremental height difference of 5 cm from 
right to left starting with 56 cm height (Figure 3).  Data 
was acquired from an altitude of 80 m (the same with the 
flight elevation of UAV), which was the same altitude for 
data acquisition in the experimental field. 

 
Figure 3   Elevation resolution analysis experiment 

 

2.4  SfM and halftone technique to assess canopy 
structure 

The Structure from Motion (SfM) technique 
facilitates the establishment of DSMs.  The SfM is a 
digital reconstruction technique, in which the overlapping 
areas are extracted from a series of images captured from 
different angles of view for 3D reconstruction according 
to the image feature matching algorithm.  With the 
camera parameters and 3D data, the SfM technique can 
be used to perform motion estimation according to the 
geometric relationships between 2D images of multiple 
view angles.  Then the SfM optimizes the motion 
calculation and determine 3D points with bundle 
adjustment to finally obtain a dense 3D point cloud 
through point cloud extension[25,34]. 

The SfM technique can be described in four steps as 
follows: i) Based on the pinhole model, the conversion 
relationships between the geo-reference, camera and 
image coordinate systems are obtained in order to assess 
the relationship between the camera parameters, 2D 
images and 3D points; ii) The image feature matching is 
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performed using the Scale-Invariant Feature Transform 
(SIFT) algorithm proposed by Lowe[35] in 2004 for 
processing original images by dividing them into 
sub-images of identical size.  For the sub-images, a scale 
space is established and extreme points are detected to 
generate feature descriptors and to save the feature point 
file from each sub-image.  Then, sub-images are merged 
and the positions of feature points are converted into the 
positions within the original images[34,36]; iii) After 
optimization by bundle adjustment, an accurate 3D 
camera posture and sparse point cloud are obtained.  
Triggs[37] comprehensively explained the application 
process of the method for the 3D image reconstruction.  
According to the objective optimization method, the 3D 
structure and camera matrix are optimized so that the 
total error is minimized; iv) According to the Multi View 
Stereo (MVS) algorithm proposed by Furukawa and 
Ponce[36], sparse point cloud is extended to obtain a dense 
3D point cloud.  According to the inverse distance 
weighted interpolation method, dense 3D point cloud was 
interpolated to obtain 3D grid digital model to generate 
the DSM.  

In this study, the Pix4D mapper software was used to 

generate a DSM. Pix4D mapper is a 3D reconstruction 

software based on the principle of SfM.  In Pix4D 

mapper, after feature extraction and matching of UAS 

aerial images, a 3D point cloud was generated and the 

DSMs were obtained in Tag Image File Format (TIFF). 

2.5  Identification of missing grapevines 

The 3D DSM allows only qualitative analysis of 

missing grapevines, but the missing percentage of 

grapevines in the studied area cannot be assessed 

quantitatively using this method alone.  Therefore, the 

halftone technique was implemented to express DSM as a 

greyscale image.  In the halftone technique, according to 

the linear interpolation method, the elevation data in the 

DSM was converted into the grey values in the greyscale 

domain (0-255).  Based on the greyscale differences, 3D 

digital models were expressed in the 2D plane.  Then 

through the analysis of grey values, information on 

missing grapevines can be obtained applying computer 

vision algorithms described in section 2.5. 

This step is necessary since the total greyscale 
distributes unevenly from the original images due to 
greyscale images affected by topography characteristics, 
such as slope and other plant material in the inter-row.  
Therefore, the grapevine rows cannot be effectively 
separated from the ground area through simple grey 
threshold segmentation, especially in situations where 
there is cover crops or high density weeds in the inter 
row. 
2.5.1  Filtering canopy rows 

The height difference between the rows and the 

ground makes it possible to generate a local grey 

difference at the boundary level of the canopies, so the 

boundary can be extracted by calculating the roughness 

values.  Roughness refers to the difference in elevation 

between the distance of central point to the peak and 

nadir in the neighborhood area.  The specific analysis 

steps are: i) centering on a pixel point; ii) taking a 3×3 

pixel region from that centroid; ii) calculating the 

maximum and minimum value of all points within the 

region; iv) calculate calculating the roughness at this 

point, which can be obtained by subtracting the minimum 

to the maximum value.  The roughness of the whole 

image can be obtained by moving regions through all the 

points in an image.  The roughness can be expressed as 

follows: 

Roughness=Max (ei) - Min (ei)         (1) 

Since there is a one-to-one correspondence between 

the grey value and the elevation value for each point after 

converting into greyscale images, ei represents the 

elevation and grey value at any point in a 3×3 pixel region. 

The image obtained after roughness calculation 

contains all the boundaries from different objects within 

an image, which require a filtering system between plant 

of interest and non-plant objects.  Filtering can be 

obtained based on the boundary and grey color difference 

between the non-plan and plant related objects, since for 

the elevation difference from non-plant objects, the 

boundary is generally much smaller which also coincide 

with smaller grey color differences.  This difference was 

used to de-noise the images and filter grapevine canopies 

from the inter-row. 
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Once the de-noising is performed, it is required to fill 
the boundaries related to grapevine canopies to obtain a 
binary image with value 1 related to canopy, and value 0 
related to the inter-row. 
2.5.2  Affected and missing grapevine canopies 
detection and classification 

Once obtained the binary image depicting grapevine 
canopies and rows, it is rotated to get a vertical row 
alignment.  This rotation facilitates treatment of the 
image as a matrix to be separated according to the pixels 
corresponding to the distance between plants and between 
rows defined by the plantation.  For this purpose, a 
customized code written in Matlab (Mathworks Inc., 
Matick, MA. USA) allowed to batch crop and analyze the 
regions corresponding to every single plant.  From each 
cropped sub-image, a canopy projective cover ( ff ) 
analysis was performed by counting the total number of 
pixels from the sub-image (tp) and the number of pixels 
corresponding to gaps (tg).  The ff was then calculated 
using the following equation: 

tg
tpff =                (2) 

The ff values per plant were interpolated using a 
spline function to map canopy cover using a color code 
for values between 0 (no canopy) to 1 (full canopy cover 
within the plantation area).  This map allows a quick 
visualization of the spatial variability of canopy growth 
and vigor distribution throughout the studied vineyard. 

The ff values corresponding to 0 can be classified as 
missing grapevines and they can be automatically 
extracted to obtain a mean ff value calculated from the 
remaining data.  This mean ff value was used to 
compared with every ff  value from the vineyard.  An 
affected grapevine identification ff threshold was set to 
classify grapevine canopies that have decreased vigor 
between 20% and 90 % from the averaged ff .  

Considering all the previous criteria, an automated 
batch classification algorithm was created to color code 
and position affected grapevines using blue color filling 
and missing grapevines using red color filling.  A 
detailed list was then produced by the code with the row 
number and the plant number for each classification 
criteria. 

3  Results  

3.1  Analysis of elevation resolution 
The image obtained by the UAS from the cardboard  

boxes (Figure 4a) at different heights depicted in Figure 3 
was used to generate a DSM for this particular test 
(Figure 4b).  The differences in height can be visualized 
by the length of shadow generated by each box (Figure 
4a).  A 17×17 pixel region of interest (ROI) was 
cropped per box to convert the DSM into greyscale using 
the methodology described before.  

 

 
a 

 
b 

Figure 4  (a) Figure showing the original image obtained using the 
UAS from reference boxes with different heights from lower (right) 

to tallest (left); (b) corresponding Digital Surface Model (DSM) 
extracted from the boxes using the linear interpolation algorithm 

 

A strong and positive linear relationship was found 
between the reference boxes height and the averaged grey 
scale color extracted from ROIs from each box (Figure 5).  
These changes in color from clear grey to darker grey 
corresponds to the intensity values forum in the DSM 
from right to left (Figure 4b).  This process allowed to 
scaling up differences in grey color to height.  

 
Figure 5       Linear relationship found between the height of 
the reference boxes and the corresponding averaged grey value 

extracted from ROIs corresponding to each reference box 
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3.2  Analysis of missing grapevines 
For the selected study site, the DSM was generated 

using 60 RGB images obtained with UAS flying at 80 m 
height.  Figure 6a shows the DSM converted into a 
greyscale image and the corresponding image after 
roughness analysis can be seen in Figure 6b.  The final 
segmentation analysis showed that a threshold of 1 
allowed an accurate discrimination between boundaries 
corresponding to plant objects (Figure 6c).  Thereafter, 
the segmented image was filled to obtain the binary 
image (Figure 6d). 

 

  
a. b. 

  
c. d. 

 

Figure 6  Analysis of missing grapevines by performing image 
analysis using (a) grey scale image transformed by the digital 

surface model (DSM) from the original UAS RGB image; (b) grey 
image processed using the roughness algorithm; (c) threshold of 1 
is selected to segment the image; (d) binary image obtained from 

the greyscale image processing 
 

3.3 Analysis and automatic classification of affected 
and missing grapevines 

After rotating the resulting binary image (Figure 7a) 
to align vertically the grapevines rows (Figure 7b), the 
automated code cropped the images into sub-images 
corresponding to individual plants using the equivalent 
dimensions in pixels from the planting area from the 
vineyard.  Figure 7c shows a map of interpolated ff 
values and their variability throughout the vineyard.  
This figure also shows in dark blue color missing vine 
sections with values of ff =0 and bright orange and yellow 
colors vigorous vines with ff close to 1.  From this image, 

missing vines are concentrated in the upper middle 
section of the vineyard.  The automated classification 
per grapevine into affected (blue filling corresponding to 
166 plants or 9.5% of total plants from the 1.5 hm2), and 
missing grapevines (red filling corresponding to 128 
plants or 7.3% of total plants from the 1.5 hm2) can be 
seen in Figure 7d.  Most of the affected grapevines in 
lighter blue are surrounding the areas of missing 
grapevines with isolated affected grapevines in the upper 
part and lower part of the studied vineyard.  A complete 
list of locations of affected and missing grapevines was 
produced by the code showing row number and plant 
number from the top part of the vineyard for each 
classification, which was highly accurate compared to 
visual inspection of the vineyard (data not shown). 

 

  
a. b. 

  
c. d. 

 

Figure 7  Images showing (a) the original binary image obtained 
from the pre-processing; (b) Inverted and rotated binary image for 
matrix analysis and classification using a customized code written 

in Matlab; (c) spline interpolation map produced from canopy 
fractional projective cover values ( ff ) extracted automatically per 
plant.  With a color bar with dark blue colors corresponding to 
missing or affected canopies ( ff -0) and bright orange and yellow 

colors corresponding to vigorous grapevines ( ff -1); (d) Automated 
classification of missing grapevines (red filled boxes) with ff  =0 and 

affected grapevines with averaged ff with 20% to 90 % loss 

4  Discussion 

China is considered one of the new world wine 
countries with around 80% of the grape production 
destined to winemaking.  To become competitive 
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nationally and internationally, grape growers require the 
implementation of the latest technological advances to be 
efficient in implementing management strategies in large 
vineyards.  However, these technologies are currently 
prohibitive due to cost of instrumentation and 
requirements of high level of technical skills and 
knowhow to install, maintain, acquire and process data 
from them.  

The use of UAS has become very promising for 
precision agriculture and viticulture related applications 
with affordable availability of light weight aircrafts using 
high definition visible cameras (RGB)[38,39].  More 
technical and detailed use of UAS can be implemented to 
assess different physiological aspects of plants, such as: i) 
vigor and canopy architecture monitoring (using 
multispectral cameras and NDVI); ii) plant water status 
(using infrared thermal cameras)[40-44] or both and iii) 
sub-meter evapotranspiration estimations, which 
increases the cost of instrumentation required.  
Sub-meter evapotranspiration estimation systems from 
remote sensing data will also require specialized 
personnel for aircraft operation, data acquisition and 
analysis.  Furthermore, more camera requirements result 
in higher payload for the UAS, which is a restriction for 
flying UAS in many viticultural countries, such as 
Australia, for which the Civil Aviation Safety Authority 
(CASA) has very strict regulations for aircrafts weighting 
more than 23 kg[45].  It is a requirement to have a license 
for piloting, have the aircraft always at eyesight from the 
pilot, which requires a second person to man the 
computer to verify whether data has been acquired and 
general UAS functioning parameters.  Currently, these 
restrictions do not affect China, which increases the 
possibilities of using UAS for precision agriculture.  

For the above-mentioned reasons, this research 
concentrated on an affordable UAS and developed a 
pipeline of data acquisition and analysis to obtain an 
automated classification of a vineyard at the per-plant 
scale.  This study specifically proposed a simple 
DSM-based survey method coupled with computer vision 
algorithms to identify affected and missing grapevines.  
Unlike the traditional field survey methods, the method 
proposed was able to quickly and accurately acquire 

imagery and post process all the information from RGB 
images, thus avoiding problems when using multi- 
spectral remote sensing images which have been 
previously identified.  After grey scale images of DSM 
were successfully processed and information on missing 
grapevines was visualized, an interpolated map was 
obtained from the automated calculation of the fraction of 
canopy projective cover per plant (Figure 7c).  This map 
can be used to visualize the edge effect which is 
predominantly visible in the top and sides edges of the 
studied vineyard.  In this sense, many research studies 
try to avoid the edge effect by arbitrarily measuring 
grapevines after a determined number of plants from the 
edges.  The system proposed could be useful to detect 
accurately the real edge effect per site to ensure 
representative measurements for scientific purposes or the 
implementation of management strategies.  Furthermore, 
this map offers a snapshot of the variability of canopy 
cover within the vineyard studied.  This information can 
be of great value for management purposes to uniform 
productivity and quality of grapes.  It is well known that 
grapevines need to have a balance between the vegetative 
parts (canopy vigor) and reproductive organs (berries) to 
achieve optimal water use efficiency and grape 
quality[46,47]. 

From a ground based sensor network application, one 
of the most common questions is how many sensors 
should be installed per hectare and where.  With high 
level of soil and plant growth variability a site-specific 
assessment is required through either visual or soil 
surveys with limited measuring points and high 
variability assumptions.  The mapping system proposed 
could offer information on different zones within a 
specific vineyard separated mainly by vigor.  Vigor is a 
physiological parameter that integrates effects of the 
soil-plant-atmosphere continuum.  Therefore, after a 
simple optimization procedure, relevant growth zones can 
be identified to install a statistically significant number of 
sensors per representative zones to maximize investment. 

The automated classification of affected and missing 
grapevines depicted in Figure 7d, and after the pipeline 
analysis described previously, can be used for a number 
of different applications, such as: i) assessment of the 
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onset effects of biotic and abiotic stresses which will 
facilitate visual inspection of plants in a large plantation 
area, if required; ii) identification of broken or blocked 
driplines which affect canopy growth; iii) an inversed 
analysis system for edge detection from grayscale images 
obtained from DSM and the relationship found in Figure 
5, could be used to the identification of weed infestation 
in the inter-row. 

5  Conclusions 

This study reviewed existing remote sensing 
platforms that can be applied to grapevine management 
and tested the simplest, cheapest and accurate method to 
extract information from plants related to detrimental 
effects of abiotic stress (frost) on canopy growth.  The 
UAS was based on a simple DSM-based survey method 
to assess affected and missing grapevine canopies by 
potential biotic or abiotic stresses.  The affordable 
requirements to implement the UAS proposed, related to 
the aircraft and RGB high definition camera used, 
facilitates the practical implementation for research and 
viticultural management applications.  Furthermore, 
owing to the light weight of the UAS (less than 23 kg), 
this system can be readily used in countries with high 
flight restrictions for precision agriculture applications, 
such as Australia. 
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