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Abstract: In this study, computational fluid dynamics (CFD) was used to design the geometry of a new velocity sensor for 
measuring open channel flows.  This sensor determined velocity by observing the travel of dye carried in the flow.  
Evaluation of this design required the development of fluid dynamics models to determine potential errors in fluid velocity 
measurement due to velocity changes caused by intrusion of the sensor in the fluid.  It also required an analysis technique to 
determine the expected sensor response to the flow fields that resulted from the CFD modeling.  These models were then used 
to improve the geometry of the sensor to minimize the measurement error.  Starting with a simple design for the sensor 
geometry, the CFD analysis modeled the open channel flow around the sensor as turbulent using both the k-ω and k-ε Reynolds 
Averaged Navier-Stokes (RANS) turbulence models.  The model predicted that the original sensor design would 
underestimate the free-stream velocities of open channels by 7.9% to 2.0% across a range from 0.1 m/s to 5.0 m/s.  After using 
CFD to improve the sensor design, the velocity measurement error was limited to less than 4% across the same velocity range. 
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1  Introduction  

For contact type open channel water velocity sensors, 
loading effect is always a major concern.  When the 
sensor is placed within the fluid, it changes the local fluid 
velocities, thus yielding measurement errors.  With 
traditional mechanical anemometer flow meters, careful 
and frequent calibration is required to account for this 
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effect[1].  More recently developed sensor technologies 
like acoustic Doppler velocimeters rely on non-contact 
techniques[2], and the fact that the velocity measuring 
point is not directly in contact with the sensor rather than 
calibration to adjust for the loading effect[3].  However, 
the sensors must still be in contact with the flow at some 
point.  To address concerns about loading effects, the 
flow around the sensor body for any flow velocity sensor 
needs to be analyzed using tools such as computational 
fluid dynamics (CFD).  After analyzing the design, 
improvements can be made to the sensor geometry to 
reduce the loading error.  

While loading effect is especially concerning with 
velocity sensors, similar impacts on fluid velocities can 
cause issues with other open channel sensors since flow 
velocity often determines carrying capacity and settling[4].  
Whether the sensor measures turbidity, conductivity or 
ion concentration, there is an assumption that the sensor 
is measuring the properties of the larger flow and not 
local conditions in the immediate vicinity of the sensor.  
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Environmental sensors are becoming more ubiquitous and 
researchers are developing new sensors and methods to 
use this information in ever more powerful ways[5,6].  
They can serve vital roles in aquaculture systems to 
monitor water quality and maintain optimal 
productivity[7], to monitor marine shellfish[8], and to 
manage nitrogen pollution[9].  This increased influence 
and impact makes it vital to consider geometry in design 
of open channel sensors.  The complex geometry of 
many sensors and the complexity of natural flow systems 
frequently make traditional fluid flow analysis techniques 
impractical, and most designs must be based on 
simplifications and intuition.  New tools like CFD and 
the analysis performed in this project enable a more 
thorough investigation of flows around these sensors. 

Several researchers have used CFD in evaluating 
sensors built to monitor fluid flow.  Mueller and 
colleagues[10] described using CFD to evaluate the effect 
of an acoustic Doppler profiler on the velocity of the fluid 
flow passing the probe.  They used the renormalized 
group turbulence model, a refinement of the k-ε Reynolds 
Averaged Navier Stokes (RANS) model in their study. In 
addition to simulating the effect using CFD, they tested 
the system in the laboratory using particle image 
velocimetry.  Through comparison, they found that the 
CFD simulations, while not perfect, were reasonable for 
use in evaluating the effect the sensor had on fluid flow 
velocity.  In another study, Tokyay et al.[11] utilized 
Large Eddy Simulations (LES) to determine the flow 
disturbances caused by an acoustic Doppler current 
profiler mounted on a boat.  They were able to 
determine that the sensor itself had an effect on the 
measured velocity.  When comparing the laboratory 
measurements with simple RANS-based CFD models, 
they concluded that CFD modeling provided significant 
benefits for fluid flow studies around sensors. 

The sensor designed in this project is a 
correlation-based optical flow velocity sensor.  While 
ultrasonic-based sensors are commonly used for 
open-channel flow measurements, their sensing elements 
are expensive and susceptible to damage when mounted 
in streams[12], which is not the case for the robust LEDs 
and phototransistors used in this sensor’s design.  In 
addition, this sensor has been designed to provide 

information on soil sediment concentration[13] as well as 
velocity measurements.  The basics of this sensor’s 
operation have been described by Zhang et al.[14] in more 
detail.  The initial sensor design is shown in Figure 1.  
The sensor body was made of solid plastic material, into 
which were mounted two sets of LEDs and 
phototransistors—labeled upstream and downstream in 
Figure 1a.  Within each set, light emitted by an LED 
was detected by two corresponding phototransistors.  
The LEDs and phototransistors in each set were located 
around a channel through the sensor and arranged as 
shown in Figure 1b.  To measure velocity, a small 
amount of dye was released in the water upstream from 
the sensor, and the water carried the dye through the 
sensor.  The dye first affected the signals from the 
upstream and then those from the downstream 
phototransistors.  The sensor determined velocity by the 
time difference between the effects of the dye on the 
upstream and downstream phototransistors.  This time 
difference was calculated using cross covariance.  This 
same basic structure has proven useful in determining 
flow rates through sprayer nozzles[15] and with different 
calculation methods and calibrations for determining 
chemical concentrations in fluid flows[16]. 

This initial sensor design was installed and tested in 
creeks in Kansas and Georgia.  Although this initial 
design could detect the velocity of water, it quickly 
became apparent that design improvements had to be 
made.  First, the dye needed to be released at least 10 cm 
in front of the upstream detection location to provide 
enough distance for the dye to spread out in the flow and 
ensure consistent detection.  Only several milliliters of 
dye were released to limit the amount of environmental 
tracer dye required and because addition of a large 
volume of dye solution could have changed flow 
characteristics.  It also became apparent that the dye had 
to be added within the channel in the sensor as turbulent 
eddies and flow fluctuations in the stream could easily 
sweep the small packet of dye away from the detection 
zone within the channel of the sensor.  Because of these 
issues, the initial sensor design was quickly modified and 
extended (Figure 1d) to encompass a dye release point 
located 10 cm before the upstream detection location 
within the channel in the sensor. 
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a. Side view showing the two sets of LEDs and phototransistors 

 
b. End view showing the placements of LED and phototransistors within each set 

 
c. Three-dimensional view of the initial sensor design 

 
d. Three-dimensional view of the initial sensor with an extension for dye 

injection 

Figure 1  Internal structure of sensor 
 

The extension of the sensor ensured detection of dye, 
but further improvements had to be made as the original 
electronics were designed for low power operation for 
other parts of the sensor system.  Because of limited 
memory and processing speed, the electronics on the 
original sensor could only perform the cross covariance 
calculation which is used to determine velocity once 
every few minutes.  Even then, the electronic limitations 
required a tradeoff between resolution of the velocity 
estimate or range over which the sensor could estimate 
velocity.  Because of these velocity measurement 
limitations, the sensor was redesigned.  As the 
electronics were improved to permit the velocity 
calculation within seconds, the physical geometry of the 
sensor was investigated to determine what effect it might 

have on the measured velocity and how it could be 
improved.  For this reason, the CFD analysis described 
here was carried out. 

This sensor is intended to be installed in creeks for 
long periods of time to provide information about the 
flow velocity conditions.  Therefore, it is expected that 
the sensor will be installed in relatively stable flow 
regions that reflect the general conditions in the entire 
creek.  For this purpose, the sensor will be installed 
completely beneath the surface of the water and away 
from the bed or any wall where a particular geometry 
would have a significant boundary effect on the result.  
With this assumption, the analysis did not have to 
consider approximations for the free surface of the water 
or a myriad of different geometries for the streambed.  

The objectives of this study were: 
1) To simulate flow velocity changes due to intrusion 

of a physical fluid velocity sensor into an open channel 
and estimate the velocity measurement error within the 
free-stream water velocity range of 0.1 m/s to 5.0 m/s  

using the CFD method. 
2) To develop a method to predict the velocity sensor 

readings based on the CFD results and to identify fluid 
flow features that are impacting the sensor readings. 

3) To produce a final design of the sensor that would 
minimize the velocity measurement error to ±4% within 
the 0.1 m/s to 5.0 m/s velocity range. 

2  Methods 

2.1  CFD problem definition 
Problem definition involved setting the parameters of 

the fluid flow system under consideration.  This 
included creating the geometry, producing a volume mesh, 
and setting the fluid properties and boundary conditions.  
The sensor was approximately 30 mm high by 60 mm 
wide and between 130 mm and 220 mm long with the 
exact length, width and height varying as different sensor 
geometries were simulated.  It was desired to consider a 
large enough volume surrounding the sensor so that the 
exact size and geometry of the volume used in the 
analysis did not affect the results.  Therefore, the 
volume used in the CFD analysis was defined to be   
200 mm from each side, top and bottom of the sensor, 
400 mm from the front of the sensor, and 600 mm from 
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the rear of the sensor.  This resulted in a test volume that 
was a rectangular box or cuboid with dimensions of   
400 mm plus the sensor’s width, 400 mm plus the 
sensor’s height, and 1 m plus the sensor’s length, which 
made the sensor a small part of a much larger flow.  

When installed in the field, the sensor was supported 
through a connection point on the top of the sensor.  
Preliminary simulations included the bolts, nuts and 
brackets that provided the support hardware, but these 
items all mounted on the top of sensor toward the rear 
had no effect on the velocities through the flow detection 
channel in the sensor.  The complexities of these 
multiple small hardware parts were removed because they 
significantly increased CFD processing time, and did not 
provide any additional benefit to the results. 

Figure 2 shows the sensor and the volume around the 
sensor used in the CFD analysis.  In this figure, the face 
of the box upstream from the sensor is blue, the sides of 
the box are yellow, the sensor is black and the 
downstream face is red.  The boundaries of this volume 
were defined to simulate the conditions of the sensor 
when it was installed in a stable part of a stream, away 
from the side, bed or surface of the stream.  The surface 
of the sensor was modeled as a stationary, no-slip wall.  
The sides of the volume (highlighted in yellow in Figure 
2) were defined as a symmetric boundary with zero 
normal velocity across the boundary and zero gradients 
for all properties at the boundary.  The downstream face 
was set to allow the outflow of the fluid.  The upstream 
face of the volume was set as the fluid inlet with a 
constant velocity normal to the boundary.  Different 
free-stream velocities could be tested by varying the 
velocity setting at the inlet.  

 
Figure 2  Sensor and volume around the sensor used for CFD 

analysis 

The geometry was modeled using two different 
computer programs.  The geometry of the sensor body 
itself was modeled in the CAD program of Solid Works 
developed by Dassault Systèmes SolidWorks Corp 
(Waltham, Massachusetts).  The resulting 3D 
representation of the sensor geometry was then exported 
as an STL file and imported into TGrid (version 13.0.0) 
by ANSYS (Canonsburg, Pennsylvania).  TGrid was 
used to define the geometry around the sensor, the 
boundary conditions of that volume and the volume mesh. 
Although the STL file represented the sensor surface with 
a triangle mesh, this mesh was not well suited for 
performing CFD calculations as its skewness level and 
aspect ratio were too large.  The wrap process within 
TGrid was used to replace the unsuitable surface mesh 
with one that was more suited to CFD analysis.  The 
surface of the volume surrounding the sensor was created 
in TGrid using an edge length of 20 mm.  TGrid was 
then used to create a volume mesh filling the entire 
analysis volume.  The primary area of interest for the 
CFD analysis was near the surface of the sensor.  
Therefore, the boundary layers around the sensor and the 
sensor’s effect on water flow through and around the 
sensor were considered most important, and a meshing 
strategy that emphasized this area was employed.  For 
relatively complex geometries, a tetrahedral mesh with 
prism layers was suggested by ANSYS[17].  Thus, the 
first four layers around the sensor surface were generated 
as a prism mesh and the rest of the volume was created as 
a tetrahedral mesh (Figure 3). 
2.2  Fluid dynamics models 

The actual CFD analysis was performed using the 
FLUENT (version 13.0.0) computer program of ANSYS.  
In all simulations, a pressure-based solver was used with 
the SIMPLE scheme for pressure-velocity coupling.  For 
the spatial discretization used by the solver, the gradient 
was determined using the least squares cell-based method.  
The pressure interpolation was handled by FLUENT’s 
standard method, and first-order upwind methods were 
used for the convection terms.  FLUENT used 
second-order accuracy for the viscous terms in the 
simulation. FLUENT defaults were used for the 
under-relaxation factors in the solver.  
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Figure 3  A cross section of the mesh structure used for the CFD 

simulation.  The top image is of the entire simulation volume with 
additional zoom levels presented to show the more detailed mesh 
structure around the sensor.  In the second level zoom, the most 

critical region for sensor operation (defined as the velocity 
calculation line below) is highlighted in red 

 

As the sensor was to be installed in natural open 
channel flows that are often turbulent, turbulence flow 
models, specifically RANS models were utilized.  Two 
different turbulence models were used in analyzing the 
sensor’s geometry.  The Realizable k-ε model with 
Enhanced Wall Treatment was used in analyzing all 
sensor geometries.  This turbulence model is based on 
the standard k-ε model proposed by Launder and 
Spalding[18] and modified by Shih et al.[19] to be 
mathematically realizable and to improve handling of 
separated flows and flows with complex secondary flows.  
With Enhanced Wall Treatment, the standard wall 
functions proposed by Launder and Spalding[18] were 
replaced by a two-layer model with “enhanced” wall 
functions[20].  The k-ε model was used in the fully 
turbulent region, but the one-equation model proposed by 
Wolfshtein[21] was used in the viscosity-affected 
near-wall region with blending between the regions using 
the functions from Jongen[22].  The entire model consists 
of a large set of equations; however, the primary transport 
equations are: 
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ρ is density, kg/m3; k is the turbulent kinetic energy, J/kg; 
μ is the dynamic viscosity, Pa·s; μt is the turbulent 
viscosity, Pa·s; Gk is the generation of turbulence kinetic 
energy due to the mean velocity gradients, J/m3·s; Gb is 
the generation of turbulence kinetic energy due to 
buoyancy, J/m3·s; ε is the turbulent dissipation rate, m2/s3; 
YM is produced by the fluctuating dilation in compressible 
turbulence to the overall dissipation rate, J/m3·s; C2 and 
C1ε are constants; σk is the Prandtl number for k; σε is the 
Prandtl number for ε; and Sk (J/m3·s) and Sε (J/m3·s2) are 
user-defined source terms. 

Since the k-ε model has problems in simulating 
adverse pressure gradients and boundary layer 
separation[17], the Shear-Stress Transport (SST) version of 
the k-ω model was used to check results.  The SST 
version of this model was developed by Menter[23] to 
combine the robustness and accuracy of the k-ω model in 
the near-wall region with the free-stream independence of 
the k-ε model.  As with the realizable k-ε model, the 
entire SST k-ω model consists of a large set of equations, 
but the primary transport equations are: 

  
(3)
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where, ω is the specific dissipation rate, s-1;  is the 

generation of turbulence kinetic energy due to mean 
velocity gradients, J/m3·s; Gω is the generation of ω, 
kg/m3·s2; Γk and Γω are the effective diffusivity of k and 
ω, respectively, kg/m·s; Yk (J/m3·s) and Yω (kg/m3·s2) are 
the dissipation of k and ω due to turbulence, respectively; 
Dω is the cross diffusion term (kg/m3·s2); Sk (J/m3·s) and 
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Sω (kg/m3·s2) are user-defined source terms; and other 
terms are as previously defined. 

Using these RANS turbulence models required 
defining the turbulence parameters at the inlet.  As 
suggested by Fourniotis et al.[24] in their open channel 
CFD experiments, the flow at the inlet was set to a 
turbulence intensity, I, of 3% and a turbulent viscosity 
ratio, μt /μ, of 10.  Setting the inlet conditions using 
turbulence intensity and turbulent viscosity ratio provided 
a method of expressing inlet turbulence conditions 
independent of the free stream velocity.  Turbulence 
intensity is related to the kinetic turbulent energy term, k, 
of the k-ε and the k-ω turbulence models through:  

23 ( )
2 avgk U I=               (5) 

where, k is the turbulent kinetic energy, J/kg; uavg is the 
mean flow velocity, m/s; I is the turbulence intensity, 
dimensionless. 

The specific dissipation rate, ω, of the k-ω turbulence 
model is determined as:  

1
tk μ

ω ρ
μ μ

−
⎛ ⎞

= ⎜ ⎟
⎝ ⎠

             (6) 

where, the terms are as previously defined. 
The turbulent dissipation rate, ε, of the k-ε turbulence 

model is determined as: 
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where, Cμ is a variable within k-ε turbulence models and 
in the realizable k-ε model used in this study is a function 
of the mean strain and rotation rates, the turbulence fields 
and the angular velocity of system rotation. 

FLUENT ran calculations until a convergent solution 
was reached in each simulation. 
2.3  CFD solution analysis 

The CFD analysis of the sensor body created a great 
deal of information about the flows around the sensor.  
However, only the flow of the water between the 
upstream and downstream phototransistor/LED pairs 
affected the velocity measurement because the velocity 
was determined by the travel time of dye between the 
pairs.  In the simulation, it was assumed that the dye 
detected by the phototransistors flowed in the center of 
the sensor directly between the LEDs and 180° 

phototransistors along the path highlighted in red and 
labeled “velocity calculation line” in Figure 4.  This 
assumption was justified for two reasons.  First, the 
shortest flow path would be a straight line between the 
upstream and downstream locations.  This path would 
be in the center of the channel where boundary layer 
effects created by the walls of the channel were at a 
minimum.  The dye carried by this flow would be the 
first to pass the phototransistors to change their signals. 
Second, the dye flowing along the “velocity calculation 
line” was the dye that had the greatest effect on the 45° 
and 180° phototransistors because: (1) this line passed 
through the center line of the LED where luminous 
intensity was the highest and (2) it was also the center 
line of both phototransistors where the sensitivities of the 
phototransistors were the highest.  

 
a. Top view 

 
b. End view 

Figure 4  Close-up view of sensor: LEDs and the line (in Red) 
used for determining velocity as measured by the sensor 

 

2.3.1  Flow velocity calculation 
When built and used in the field, the sensor was 

programmed to estimate velocity using the travel time 
and the known distance between the upstream and 
downstream locations: 

sensor measurement
travel

dV
t

=             (8) 

where, Vsensor measurement is the flow velocity as measured 
by the sensor, m/s; ttravel is the dye travel time from the 
upstream to the downstream phototransistor/LED pairs 
along the velocity calculation line, s; d is the distance 
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between the upstream and downstream locations (also the 
length of the velocity calculation line), m. 

During sensor operation, the dye travel time was 
determined using a cross covariance calculation to 
estimate the time difference between the dye’s effect on 
the upstream and downstream phototransistors.  For the 
simulation, however, this time was calculated from the 
simulation results, as explained in the next section. 
2.3.2  Flow velocity estimate from the CFD simulation 

In the CFD simulation, the velocity along the dye 
travel path varied from cell to cell within the mesh and 
the path length within each cell also varied (see Figure 3).  
Therefore, the travel time within each cell had be 
calculated first, and the time spent in all cells along the 
velocity calculation line were added to determine the total 
travel time, as shown in the denominator of Equation (2).  
The numerator of Equation (2) is the length of the 
velocity calculation line represented as the sum of the 
lengths of that line within each cell. 

1
CFD

1

V
N

ii

N i
i

i

d
d
V

=

=

= ∑
∑

              (9) 

where, VCFD is the average flow velocity within the 
velocity calculation line estimated by the CFD simulation, 
m/s; i is the index for cells in the velocity calculation line; 
N is the total number of cells in the mesh along the 
velocity calculation line; Vi is the velocity of fluid in the 
i-th cell along the velocity calculation line, m/s; di is the 
length of the i-th cell along the velocity calculation line i, 
m.  

VCFD provides a velocity estimate from the CFD 
analysis that corresponds to the calculation shown in 
Equation (1) that was performed by the sensor when 
installed in the field.  Once VCFD was calculated, it was 
compared to the free-stream velocity to estimate the 
potential velocity measurement error caused by the 
presence of the sensor in the fluid.  

The standard analysis techniques embedded within 
the CFD package do not provide VCFD automatically.  
Spatial or volume based averages of various properties 
are available, but Equation (2) is not a simple spatial 
average.  Equation (9) was integrated into the CFD 
analysis by adding the following steps: (1) the 

velocity-calculation-line shown in Figure 4 was added to 
the CFD model.  (2) The velocity within each cell, Vi, 
was calculated as the projection of the cell’s velocity 
vector in the direction of the velocity-calculation-line.  
(3) The velocity within each cell and the points where the 
velocity calculation line intersected the cell were then 
exported from the CFD model for further processing.  (4) 
The points of intersection were then used to calculate the 
length of the velocity calculation line passing through the 
cell, di, and, finally, (5) VCFD was calculated using 
Equation (2). 
2.4  Simulations performed 

It was desired that the sensor be able to operate with a 
free-stream water velocity range of 0.1 m/s to 5.0 m/s 
with minimal velocity estimation errors.  Therefore, the 
free-stream velocities evaluated were 0.1, 0.25, 0.5, 0.75, 
1, 1.5, 2, 2.5, 3, 3.5, 4, 4.5, and 5 m/s.  At each of these 
test velocities, the CFD analysis was used to predict the 
velocity that would be estimated by the sensor and that 
velocity was compared to the free-stream velocity.  

3  Results  

The analysis outlined in the previous section was 
applied to the original sensor design with the 10 cm 
extension necessary to ensure the dye flowed through the 
sensor (Figure 1d).  Figure 5 shows the deviation 
between the velocity measured by this original design 
according to the CFD model performed with the k-ε 
turbulence model and the free-stream velocity.  The 
velocities within the measurement range (0-5 m/s) would 
all be underestimated by the original sensor design, and 
the measurement error would reach –8% at low velocities.  

 
Figure 5  Comparison of velocity measured by the original sensor 

design to free-stream velocity 
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To determine why the velocity measured by the 
sensor deviated from the free-stream velocity, contour 
maps (Figure 7) were produced on the vertical cross 
sectional plane depicted in Figure 6 for all the velocities 
tested.  This cross sectional plane contained the velocity 
calculation line so the variations along that line could be 
observed.  The velocity contour map on this plane also 
depicted the flow in regions up- and down-stream of the 
velocity calculation line, which helped identify what was 
affecting the flow velocity and causing measurement 
errors.  In general, a certain set of features of the sensor 
had stronger effects at the lowest free-stream velocities 
tested (around 0.1 m/s) (Figure 7a), and a different set of 
features more strongly affected free-stream velocities 
closer to 5.0 m/s (Figure 7b).  In these figures, higher 
velocities are shown with warmer colors while lower 
velocities are shown with cooler colors.  The vertical 
cross section intersects only a portion of the sensor body 
(as illustrated by dark gray region in Figure 6), and 
therefore, the white region representing the sensor body 
in the image is thinner than the maximum height of the  

 
a. Front view of the sensor with the contour plane at the center 

 
b. Front view of the sensor split on the contour plane 

 
c. Angled view with sensor split on the contour plane 

Figure 6  Illustration of location of the cross sectional plane used 
to produce the velocity contour maps (dark gray represents where 

the sensor intersects with the contour plane)  

sensor body.  These contour maps also illustrate that the 
volume used for CFD analysis was sufficiently large.  
The sensor’s effect on the flow remains well away from 
the upstream and side boundaries of the volume.  On the 
downstream edge of the volume, the sensor’s effect has 
reached a consistent state and would not produce changes 
in the flow around the sensor, which was well upstream 
of this point. 

 
a. 0.1 m/s 

 
b. 5.0 m/s 

Figure 7  Velocity contours around original sensor design: at 
free-stream velocities of 0.1 m/s and 5.0 m/s 

 

From Figure 7 it can be seen that there were 
significant areas of low velocity in front and behind the 
sensor.  These regions were caused by the relatively 
large flat area of the sensor that faced up- and 
downstream.  Another slower region developed along 
the wall of the channel through the sensor and this slower 
region reached the location of the velocity calculation line 
as shown in Figure 8.  The walls of the sensor channel 
were parallel to the fluid flow so basic parallel flat-plate 
boundary layer theory[25-27] requires that the boundary 
layer grow in thickness from the entrance to the exit of 
the channel.  In addition, as expected by flat-plate 
boundary layer theory, the boundary layer thickness grew 
faster at lower free-stream velocities.  Finally, regions of 
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increased water velocity (labeled Fast Regions in Figure 7) 
were caused by the funnel-like geometry of these parts of 
the sensor.  The flow along the velocity calculation line 
was primarily affected by the boundary layer slow region 
and the fast region caused by the funnel-like channel exit.  
The size and the shape of these regions of different local 
velocities—and thus the deviation from free stream 
velocity—varied as the free-stream velocity changed.  
For the original sensor design, in the 0.1 m/s to 5.0 m/s 
velocity range, the slower boundary layer region always 
overpowered the faster region at the exit of the sensor, 
which was why the sensor always underestimated 
velocity.  

 
a. 0.1 m/s 

 
b. 5.0 m/s 

Figure 8  Detailed velocity contours around original sensor design 
in the region of the velocity calculation line (black line in contour 

map): at free-stream velocities of 0.1 m/s and 5.0 m/s 
 

Using the CFD analysis to evaluate the effects of 
design changes, the sensor geometry was improved.  
The final resulting geometry is shown in Figure 9.  To 
limit the development of a slow region caused by 
formation of a boundary layer, the sensor was made as 
short as possible while still maintaining the 10 cm 
distance between the dye release point and upstream 

detection location and the 4 cm distance between 
detection locations.  This meant that the dye release 
point and the downstream LEDs/phototransistors were 
located as close as possible to the entrance and exit, 
respectively.  Placing these components so near the ends 
of the sensor prevented the sensor from having a smooth, 
streamlined profile.  However, the velocity variations 
produced by the sharp edges were all confined to the top 
and sides of the sensor, away from the channel.  
Although limiting the length of the sensor reduced the 
slow region from the boundary layer, the boundary layer 
still had an effect.  This was mitigated by fast regions 
produced by a slight curvature at the entrance and exit of 
the sensor.  This curvature is significantly less than that 
of the original funnel-like design.  Repeated CFD 
analysis was used to evaluate design changes to find the 
appropriate balance between creation of the fast regions 
and the boundary layer development at all flow velocities 
of interest. 

 
Figure 9  Views of improved sensor design (shaded views 

included for complex geometry) 
 

Figure 10 compares the final design with the original.  
The final design reduced the measurement error to less 
than ±4% within the entire velocity range.  The analyses 
used to improve the sensor design were all performed 
using the k-ε model.  The results obtained using this 
model were checked using the k-ω turbulence model and 
both results are displayed in Figure 10.  The k-ω 
turbulence model yielded slightly higher error at the 
higher velocities than the k-ε turbulence model.  The k-ω 
also showed a smaller effect from the boundary layer and 
the errors remained more consistent across the entire 
velocity range.  Although the results of the simulation 
using the k-ω model varied slightly from those using the 
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k-ε model, the error levels remained within the same ±4% 
bounds. 

 
Figure 10  Comparison of velocity measured by final sensor to 

free-stream velocity 
 

The velocity contours around the final design at 
free-stream velocities of 0.1 m/s and 5.0 m/s are 
displayed in Figures 11a and 11b, respectively.  These 
contours show that the intensity of the fast regions has 
been reduced compared to the original design and the size 
of the slow region that impacts the velocity calculation 
line has been significantly reduced and no longer reaches 
the velocity calculation line (Figure 12).  

 
a. 0.1 m/s 

 
b. 5.0 m/s 

Figure 11  Velocity contours around final sensor design: at 
free-stream velocities of 0.1 m/s and 5.0 m/s 

 
a. 0.1 m/s 

 
b. 5.0 m/s 

Figure 12  Detailed velocity contours around final sensor design 
in the region of the velocity calculation line (black line in contour 

map): at free-stream velocities of 0.1 m/s and 5.0 m/s 

4  Discussion 

Identifying a design that minimized errors required 
testing many different geometries, and the final sensor 
design was selected only after testing over twenty 
different geometries.  This testing enabled recognition of 
fluid flow characteristics that affected the velocity 
estimate and the sensor structures that influenced these 
characteristics.  The most important of these was the 
development of the boundary layer.  Boundary layer 
development produced lower velocity flow along the 
surface of the sensor and, in certain circumstances, could 
reach the velocity calculation line and cause the sensor to 
underestimate velocities.  This underestimation was 
larger (in terms of percent deviation) at lower free-stream 
velocities.  The influence of the boundary layer was 
dependent on the length of the sensor with shorter sensor 
geometries exhibiting a reduced effect from the boundary 
layer.  

Another important flow characteristic was the 
creation of regions of increased velocity produced by 
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funneling structures in the sensor geometry.  When these 
faster flow regions reached the velocity calculation line, 
they caused an overestimate of flow velocity.  The 
magnitude of the overestimate was dependent on the size 
of the funneling structures and how close they were to the 
velocity calculation line.  In terms of percent deviation, 
the effect of these faster flow regions was consistent 
across the tested velocity range.  

A final sensor design characteristic that influenced 
velocity estimation was the existence of protruding LEDs 
and phototransistors.  While both the original and final 
design of the sensor had optical components that 
protruded into the channel, these components could have 
been mounted flush with channel surface instead.  The 
CFD modeling indicated that protruding LEDs and 
phototransistors caused underestimation of velocity, but 
the effect was more pronounced at higher free-stream 
velocities. Based on these factors, the final design 
minimized its length to reduce the effect of the boundary 
layer.  It used protruding LEDs and phototransistors to 
balance the boundary layer’s underestimation at low 
free-stream velocities with increased underestimation at 
higher free-stream velocities.  Finally, it incorporated a 
slightly rounded entrance and exit to the channel in the 
sensor to counteract the underestimation caused by the 
other factors.  

As depicted in Figure 9, the final design was 
relatively complicated.  However, this complexity was 
not an issue for production using a 3D printer.  The 
Dimension SST1200es (Stratasys, Eden Prairie, 
Minnesota) was utilized to produce the final design in 
ABS plastic.  This freedom in the production process 
allowed consideration of a wider variety of complex 
designs. 

The final sensor design was constructed and tested in 
a natural open channel stream to evaluate overall system 
function including electronics and data storage.  The 
velocities estimated by the new design (with improved 
electronics) were compared against an acoustic Doppler 
velocimeter, the Flowtracker Handheld-ADV from 
Sontek (San Diego, California).  These tests focused on 
system improvements over the original sensor and were 
not designed to confirm the error predicted by the CFD 

analysis, which, according to the data presented in Figure 
10, should be less than 4% at all velocities considered.  
The field-testing was performed in the intended target 
environment, a natural stream, so turbulence was present.  
This turbulence generated noise and variance in the data 
and limited the ability of the test to determine small 
percent differences.  The CFD models provided 
solutions based on flows where the turbulence effects are 
removed through time-averaging so comparisons must to 
be made to average measurements from the installed 
sensor which would require a large number of individual 
measurements at constant stream conditions.  The 
field-testing was focused on capturing a wide variety of 
flow rates and was not designed to produce the hundreds 
of velocity measurements that would be necessary to 
detect a less than 4% average error at all the velocities of 
interest.  Similarly, field tests with the original sensor 
design were not powerful enough to detect up to 8% error 
as it could only provide one measurement every few 
minutes.  Although the field-testing could not confirm 
the CFD results, it did generate useful information on 
sensor sub-systems and operation which will be presented 
in other publications.  

Further, given that other researchers[10,11] have 
performed field tests to confirm the ability of CFD to 
predict errors in sensor operation, yet another 
confirmation of an established procedure appears 
unnecessary.  Rather, this paper focuses on the 
applicability of this tool to develop a better sensor design.  
The long computation times of CFD analysis combined 
with the large number of variables that could describe 
possible geometries preclude using an optimization 
algorithm to create sensor geometries.  Therefore, 
analytical methods such as those described here are 
necessary to use CFD to improve sensor designs. 

5  Conclusions 

In this study, CFD was used to improve the design of 
a correlation-based, open-channel flow velocity sensor.  
Changes in flow velocity due to intrusion of the physical 
sensor into the water were analyzed using the CFD 
simulation.  The original rectangular sensor design was 
found to generally underestimate the fluid velocity by 
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2%-8% within the velocity range of 0.1 m/s to 5.0 m/s.  
The final sensor design had a short sensor body that 
limited boundary layer formation at low free-stream 
velocities.  The entrance and exit to the flow channel on 
the sensor were sharper than the original design because 
the rounded entrance and exit created regions of increased 
velocity.  All sharp edges on the surface of the sensor 
required to support the LEDs and dye injection, were 
confined to the sides of the sensor, away from the flow 
channel.  This prevented the sharp changes in velocity 
within the channel where the velocity was measured.  
The maximum velocity measurement error of the final 
design as predicted by both the k-ε and k-ω turbulence 
models was within ±4% for the velocity range of 0.1 m/s 
to 5.0 m/s.  

The original sensor geometry was developed by 
engineers who focused on creating a relatively smooth 
profile.  Without the benefit of CFD analysis, they were 
unaware that the large funnel-like entrance and exit 
generated significant effects on flow characteristics or 
that these had to be balanced with boundary layer 
formation to produce accurate readings across the desired 
velocity range.  The CFD simulation was used to predict 
the velocity measurement expected with potential sensor 
designs using a mathematical analysis of the results along 
the velocity calculation line.  Velocity contour maps 
were also used to illustrate potential issues affecting the 
flow.  As a result, a final design that significantly 
reduced the velocity measurement error was developed.  
Future researchers developing other sensors for operation 
in open channels could employ similar methods to ensure 
their sensor geometries were appropriate and hopefully 
produce similar improvements. 
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