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Abstract: Soft computing is an important computational paradigm, and it provides the capability of flexible information 
processing to solve real world problems.  Agricultural data classification is one of the important applications of computing 
technologies in agriculture, and it has become a hot topic because of the enormous growth of agricultural data available. 
Support vector machine is a powerful soft computing technique and it realizes the idea of structural risk minimization principle 
to find a partition hyperplane that can satisfy the class requirement.  Rough set theory is another famous soft computing 
technique to deal with vague and uncertain data.  Ensemble learning is an effective method to learn multiple learners and 
combine their decisions for achieving much higher prediction accuracy.  In this study, the support vector machine, rough set 
and ensemble learning were incorporated to construct a hybrid soft computing approach to classify the agricultural data.  An 
experimental evaluation of different methods was conducted on public agricultural datasets.  The experimental results 
indicated that the proposed algorithm improves the performance of classification effectively. 
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1  Introduction 

Soft computing is a consortium of methodologies to 
construct a computationally intelligent system which 
provides flexible information processing capability to 
reason and learn in an environment of uncertainty and 
imprecision[1].  Soft computing was first coined by 
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Zadeh[2] and became a formal computer science area in 
early 1990’s.  Typically, soft computing consists of 
several computing paradigms, including artificial neural 
network[3], rough set theory[4], support vector machine 
(SVM)[5], genetic algorithms[6], simulated annealing[7], etc.  
The rapid adoption of information technology in 
agriculture production systems has resulted in the 
expanding amount of agricultural data being created and 
gathered.  Because classifying agricultural data of an 
interesting class is an important step to mine the valuable 
information of agricultural data, agricultural data 
classification has attracted much attention in the 
agriculture and computer science communities.  
Recently, many soft computing approaches have been 
applied to the agricultural field[8,9].  Karimi et al.[10] 
employed SVM method for classifying hyperspectral data 
to identify weed and nitrogen stresses, which can aid in 
effective application of remedies to timely interventions 
in early growth stage.  Chedad et al.[11] collected pigs 
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sounds and using artificial neural network to distinguish 
cough sounds from other sounds for the detection of 
diseases.  Schatzki et al.[12] used artificial neural network 
method as the classification technique to analyze the 
X-ray photographs of the fruit for estimating the 
probability that the fruit contains watercores. 

SVM is a powerful soft computing technique, and it 
offers state-of-the-art performance.  It realizes the 
Vapnik-Chervonenkis (VC) theory and the idea of 
structural risk minimization principle to constitute an 
objective function and then find a partition hyperplane 
that can satisfy the class requirement.  An important 
advantage of SVM is that it can be analyzed theoretically 
using concepts from computational learning theory.  As 
a kind of structural risk minimization based learning 
algorithms, SVM has better generalization abilities 
compared to other traditional empirical risk minimization 
based learning algorithms.  Recently, it has also been 
successfully applied to a number of real world problems 
such as credit scoring[13], damage detection[14] and the 
classification of biomedical data[15].  Rough set theory, 
introduced by Z. Pawlak in the early 1980s, is an 
extension of set theory for study of the intelligent systems 
characterized by insufficient and incomplete information.  
As an effective tool to handle imprecise and inconsistent 
information in real world problems, rough set theory has 
become an important soft computing method.  In the 
past decades, rough set theory has gained more and more 
attention and been applied in the areas of text 
classification[16], feature selection[17,18], etc.  Ensemble 
learning is a machine learning paradigm that trains a set 
of component classifiers and then combines their 
predictions to output the final decision[19].  In recent 
years, ensemble learning is rapidly growing and enjoying 
a lot of attention from many various domains due to their 
potential to greatly increase the classification 
performance.  As one of the most popular research 
directions of machine learning in the past years, ensemble 
learning has already been successfully applied to many 
areas, such as microarray data analysis[20] and face 
recognition[21]. 

With the growth of agricultural data available today, 
the technique for agricultural data classification with 
characteristics of both high accuracy and generalization is 

increasingly appreciated.  Such characteristics indicate 
that a single method, such as SVM or rough set, is 
difficult to be implemented in such an aim because each 
method has its own limitations and weaknesses.  In this 
study, a novel hybrid soft computing approach is 
proposed to efficiently deal with the classification 
problem of the agricultural data.  The proposed 
approach incorporates the soft computing techniques, i.e., 
SVM, rough set and ensemble learning into the 
classifying system.  Rough set theory is used as a 
preprocessor to reduce the redundant attributes in the data 
because of its reliability to reduce independent attributes 
with no information loss.  Then, the obtained significant 
independent attributes are used as inputs and a collection 
of SVM classifiers is constructed to build a diverse 
ensemble.  The experiments and evaluations of the 
different methods are performed with several publicly 
available agricultural datasets.  The experimental results 
demonstrate that the proposed method not only reduced 
redundant attributes but also improve the classification 
performance of agricultural data effectively. 

2  Methods 

2.1  Rough set 
Knowledge representation in rough set is used via 

information system, which is denoted as a 4-tuple   
S=(U, A, V, f), where U is a nonempty finite set of 
objects, A is a nonempty finite set of attributes, V is the 
domain of attribute value and f :U×A→V is an information 
function which associates a unique value of each attribute 

with every object belonging to U, such that f(x,a)∈Va, for 

any a∈A and x∈U.  The information system is also 
called a decision table if A C D   and C D  , 

where, C is the set of condition attributes, D is the set of 
decision attributes. 

With any P A , there is an associated indiscernibility  

relation IND(P):  
( ) {( , ) : , ( , ) ( , )}IND P x y U U a P f x a f y a       

where, f(x,a) denotes the value of attribute a of object x.  
If (x,y)∈IND(P), x and y are said to be indiscernible with 
respect to P.  Indiscernibility relation is one of the most 
significant aspects of rough set theory. 

The partition of U, determined by IND(P) is denoted 
by U/IND(P), and can be calculated as follows: 
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/ ( ) { / ({ }) : }U IND P U IND a a P    

where, { : , , }A B X Y X A Y B X Y          . 

The equivalence classes of the P-indiscernibility 
relation are denoted by[ ]Px as follows: 

[ ] { : ( , ) ( ), }Px y x y IND P y U    

Given information system S=(U, A, V, f), for any 
subset X U and attribute set P A , X could be 

approximated by the lower approximation and upper 
approximation.  The lower approximation of X is the set 
of objects of U that are surely in X, defined as: 

{ :[ ] }PPX x U x X    

The upper approximation of X is the set of objects of 
U that are possibly in X, defined as: 

{ :[ ] }PPX x U x X      

Then, the boundary region of X is defined as: 

( ) ( ) ( )BND X P X P X   

The set X is said to be rough if the boundary region 
( )BND X  , otherwise the set X is crisp.  Figure 1 

provides a view of a rough set X within the upper and 
lower approximations. 

 
Figure 1  Rough set within the upper and lower approximations 

 

Given any two subsets ,P Q A , the P-positive,  

P-negative and P-boundary regions of Q can be defined, 
respectively, as 

/ ( )
( )P

X U IND Q
POS Q PX


   

/ ( )
( )P

X U IND Q
NEG Q U PX


    

/ ( ) / ( )
( )P

X U IND Q X U IND Q
BND Q PX PX

 
    

The positive region is the set of objects that can be 
classified to classes of U/IND(Q).  The negative region 

is the set of objects that cannot be classified to classes of 
U/IND(Q).  The boundary region is the set of objects 
that can possibly, but not certainly, be classified in this 
way. 

A discernibility matrix of a decision table is a 
symmetric |U|×|U| matrix with entries defined by 

{ | ( ) ( )}, , 1, ,| |ij i jc a C a x a x i j U       

The dependency is one of the most common measures 
to represent how much a set depends on another set.  For 
any ,P Q A , it is said that attribute set Q depends on P 

with degree  , denoted by P Q , where 

| ( ) |
( )

| |
P

P
POS Q

Q
U

    

The dependency coefficient measures the degree of 
dependency between Q and P.  If κ=1, Q depends totally 
on P, if 0<κ<1, Q depends partially on P, and if κ=0 then 
Q does not depend on P.  When P is a set of condition 
attributes and Q is the decision attribute set, γP(Q) is 
called the quality of approximation of classification[4]. 

A reduct attribute set is a minimal set of attributes that 
provided that the object classification is the same as with 
the full set of attributes.  For R C , the set of all 

reducts can be defined by the following definition based 
on dependency degree: 

{ | ( ) ( ), , ( ) ( )}R C B CRed R D D B R D D         

2.2  SVM 
As a kind of maximum margin classifiers, SVM 

minimizes the training set error and maximizes the 
margin in order to achieve the best generalization ability 
and remain resistant to over fitting[5].  An illustration of 
the SVM for a linearly separable binary classification 
problem is shown in Figure 2.  

 
Figure 2  SVM for the linearly separable binary classification 

problem 
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Consider a binary classification task and let the 
training set be {xi, yi}, i=1,…, N, yi∈{−1, +1}, xi∈Rd, 
where, xi is an input n-dimensional vector and yi is the 
corresponding label of the class that the vector belongs to.  
The two classes of points are separated with a hyperplane 
given by 

0Tw x b   
where, b is the offset from the origin; w is an 
n-dimensional coefficient vector which is normal to the 
partition hyperplane.  Because the wider margin can 
acquire the better generalization ability, it is going to look 
for an optimal partition hyperplane to maximize the 
separating margin between the two classes of data.  The 
task can be defined as follows. 

21Minimize ( )= || ||
2

g w w  

So that: 

( ) 1,T
i iy w x b i    

The Lagrange function can be defined as: 

2

1

1( , , ) || || [ ( ) 1]
2

n
T

i i i i
i

L w b w y w x b 


     

where, αi is Lagrange multipliers, hence subject to the 

following two conditions, i.e., 
1

0
n

i i
i

y


  and 0i  .  

Then the following formula can be defined for seeking 
the minimum of Lagrange function. 

1 , 1

1( )=
2

n n
T

i i j i j i j
i i j

H y y x x   
 

   

Further, the data points can be mapped into a Hilbert 
Inner Product space through a replacement for obtaining a 
better representation of the data: 

( ) ( ) ( , )T
i j i j i jx x x x K x x     

where, K(·) is a kernel function.  Then the kernel version 
of the formula can be given as follows. 

1 , 1

1( )= ( , )
2

n n

i i j i j i j
i i j

H y y K x x   
 

   

Given a kernel function, the SVM classifier can be 
described as follows. 

( ) sgn( ( ))F x f x  

where, 

1
( ) ( , )

n

i i i
i

f x y K x x b


   is the output hyperplane 

decision function of the SVM. 

2.3  Ensemble learning 
Ensemble learning is a technique to learn and retain 

multiple learners and combine their decisions during 
classification.  In recent years, ensemble learning is 
intensively studied and has become one of the major 
advances in inductive learning.  It is shown that an 
ensemble can provide significantly better classification 
performance compared to the best individual. Ensemble 
learning technique commonly comprises two key steps.  
The first step is to create the different models.  The 
second step of an ensemble method is to combine the 
models by using some strategies, such as voting and 
weighted voting[19].  Compared with one single classifier, 
an ensemble classifier has advantages to handle a 
classification task and can achieve much higher 
prediction accuracy.  In the past decades, ensemble 
learning has been proven to be quite versatile in a broad 
field of real applications such as bankruptcy prediction[22], 
sentiment classification[23], etc. 

DECORATE (Diverse Ensemble Creation by 
Oppositional Relabeling of Artificial Training Examples) 
is one of the most famous ensemble learning methods, 
and it can use any strong learner to build a diverse 
ensemble in a fairly straightforward manner[24].  
DECORATE is accomplished by adding different 
randomly constructed instances to the training set when 
building new ensemble members.  These artificially 
constructed instances are given category labels that 
disagree with the decision of the current ensemble, 
thereby directly increasing diversity when a new learner 
is trained on the augmented data and added to the 
ensemble.  It has been found that DECORATE produces 
highly accurate ensemble and outperforms bagging, 
AdaBoost and random forest[24]. 

3  Proposed approach 

In this section, the proposed hybrid soft computing 
approach to classify the agricultural data is presented in 
detail.  The proposed hybrid approach consists of two 
steps, i.e., attribute reducing step and ensemble 
constructing step.  The basic framework of the proposed 
hybrid approach is shown in Figure 3. 
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Figure 3  Conceptual framework of the proposed approach 

 

In the attribute reducing step, the original agricultural 
dataset is used to construct the decision table and then the 
reduct set computation algorithm is employed to obtain 
the reduct of the decision table for removing redundant 
attributes from datasets[25].  The detailed algorithm is 
given in Algorithm 1. 

Algorithm 1: Attribute reducing algorithm 
Input: TS, original agricultural dataset  
Output: reduced dataset  
1) Read the agricultural training set TS and construct 

a decision table IS 
2) Compute indiscernibility matrix M(IS)=(Cij)  
3) Reduce M using absorbtion laws  
4) Obtain d no-empty fields C1, C2, …, Cd of reduced M 
5) Build families of sets R0, R1, …, Rd in the 

following way: 

0R   

For i =1 to d 

i i iR S T  where 1{ : }i i iS R R R C    and

1, :( { })
i i ii a C R R R CT R a

      

End for 
6) Remove dispensable attributes from each element 

of family Rd 
7) Remove redundant elements from Rd  
8) Obtain the reduct set RED(IS) = Rd  
In the second stage, the proposed approach uses the 

reduced set as input and then constructs the ensemble by 

using the SVM and DECORATE.  Initially, a SVM 
classifier is trained on the basis of the reduced 
agricultural training set obtained by attribute reducing 
step.  Then, a SVM classifier is created by combining 
the reduced agricultural training set with some artificial 
data in successive iteration.  The algorithm is described 
as Algorithm 2. 

Algorithm 2: Ensemble constructing algorithm 
Input: T, reduced agricultural training set consisting 

of N instances; 
SVM, base learner; 
Csize, desired ensemble size; 
Imax, maximum number of iterations to build an 

ensemble; 
Rsize, a factor to determine number of artificial 

instances to generate. 
Output: ensemble classifier 
1) Let i = 1 and trials = 1 
2) Provide the given training set T as the input of base 

learner SVM to obtain a classifier Ci 
3) Initialize ensemble C*={Ci} 
4) Compute ensemble error as 

 *

1

1 ( ( ) )
N

i i
i

I C x y
N




   

5) While i<Csize and tirals<Imax 
6) Generate Rsize×N training instances R based on the 

distribution of training data 
7) Label instances in R with probability of class labels 

inversely proportional to those predicted by C* 
8) T = T∪R 
9) Apply base learner SVM to T to obtain a new 

classifier C′ 
10) C*= C*∪{C′} 
11) T = T − R, remove the artificial data 
12) Compute training error, ε′, of C* as in step 4 
13) If ε′≤ ε, let i = i + 1 and set ε =  ε′; Otherwise, remove 

C′ from the ensemble set C*, i.e., C*= C*−{C′} 
14) trials = trials + 1 
15) End While 

4  Experimental data and evaluation 

4.1  Datasets 
We performed extensive experiments on two 
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benchmark agricultural datasets obtained from 
agricultural researchers in New Zealand, i.e., the white 
clover dataset and the grub damage dataset[26]. 

The white clover dataset consists of 63 instances and 
32 attributes.  The objective was to determine the factors 
to influence the persistence of white clover populations in 
summer dry hill land.  In particular reference to the 
consequence of a severe summer dry period and how it 
impacted on the performance of three white clover 
cultivars. 

The grub damage dataset consists of 155 instances 
and 9 attributes.  Grass grubs are major insect pests of 
pasture in Canterbury.  It can cause severe pasture 
damage and economic loss.  Pastoral damage may occur 
periodically over wide ranging areas.  Grass grub 
populations are often influenced by biotic factors and 
irrigation. 
4.2  Performance measures 

In the experiments, Accuracy, F1 measure and AUC 
are used to measure the performance of classification.  
Four cases are considered as the result of classifier to the 
instance as shown in Table 1[27]. 

 

Table 1  Cases of the classification for one class. 

Result of classifier 
Class C 

Belong Not belong 

Belong TP FN Real 
classification Not belong FP TN 

 

TP (True Positive): the number of instances correctly 
classified to that class. 

TN (True Negative): the number of instances correctly  
rejected from that class. 

FP (False Positive): the number of instances 
incorrectly rejected from that class. 

FN (False Negative): the number of instances 
incorrectly classified to that class. 

Then, the Accuracy, Precision, Recall and F1 measure 
can be defined as follows: 

TP +TNAccuracy =
TP +TN + FP + FN

 

TPPrecision =
TP + FP

 

TPRecall
TP FN




 

1 2 Precision RecallF
Precision Recall


 


 

The Accuracy is used to measure the proportion of 
correctly classified instances.  The F1 measure is the 
harmonic mean of Precision and Recall and thus it is a 
more reliable and suitable measure. 

The Area Under the receiver operating characteristic 
Curve (AUC) has been used widely as performance index 
in the data mining and machine learning communities[28].  
The famous statistical meaning of AUC is that it is 
equivalent to the Wilconxon test of ranks.  In this study, 
Accuracy, F1 and AUC are used as performance measures 
for evaluating the performance of classification. 

5  Results and discussion 

To evaluate the performance of the proposed hybrid 
approach, three famous classification algorithms, i.e., 
decision-stump, zeroR and SVM, were implemented and 
used as benchmarks for comparison in the experiments.  
For SVM implementation, the LIBSVM[29] was used and 
radial basis function was set as default kernel function of 
SVM.  For the proposed approach, the parameters Csize 
and Imax were set to 20, respectively.  The statistics of 
classification performance was evaluated by 10-fold 
cross-validation approach to reduce the bias and variance 
of classification results.  We split each dataset into ten 
parts.  Then we used nine parts for training and the 
remaining tenth for test.  We conducted the training-test 
procedure ten times and used the average of the ten 
performances as final result.  

Figure 4 indicates the proposed hybrid approach 
yields a higher performance compared to other techniques 
for all datasets.  The Accuracy value of the proposed 
algorithm is 63.7% on the white clover dataset, and it 
beats decisionstump by about 8.2%, zeroR by 
approximately 3.4% and SVM by about 3.3% on white 
clover dataset.  The Accuracy value of the proposed 
algorithm is 47.6% on the grub damage dataset, and it 
beats decision-stump by about 14.2%, zeroR by 
approximately 16.1% and SVM by about 3.1% on white 
clover dataset. 

The F1 measured results of various techniques are 
shown in Figure 5. 
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Figure 4  Comparison of accuracy value on two datasets 

 

 
Figure 5  Comparison of F1 value on two datasets 

 

The proposed hybrid soft computing approach 
outperforms the other techniques on all datasets 
according to the experimental results presented in Figure 
5.  On the white clover dataset, the F1 value of the 
proposed hybrid algorithm is 60.5%, and it is 
approximately 12.9% higher than that of decisionstump, 
15.1% higher than that of zeroR and 15% higher than that 
of SVM.  On grub damage dataset, the F1 value of the 
proposed hybrid algorithm is 47.6%, and it is 
approximately 20.9% higher than that of decisionstump, 
32.4% higher than that of zeroR and 3.5% higher than 
that of SVM. 

The AUC measure results of various techniques are 
shown in Figure 6. 

Figure 6 indicated that the AUC scores of the 
proposed approach were improved obviously.  On the 
white clover dataset, the AUC value of the proposed 
hybrid algorithm is 68.4%, and it was improved 21.6%, 
26.3% and 18.3% compared with the decision-stump, 
zeroR and SVM on white clover dataset, respectively.  
On the grub damage dataset, the AUC value of the 
proposed hybrid algorithm is 64%, and it was improved 
11.9%, 16.7% and 2.9% compared with the decision-stump, 
zeroR and SVM on white clover dataset, respectively. 

 
Figure 6  Comparison of AUC value on datasets 

 

The numbers of the selected and used attributes by the 
proposed approach are shown in Table 2. 

 

Table 2  Number of selected attributes for the algorithm 

Dataset Number of original attributes Number of selected attributes 

White clover 32 5 

Grub damage 9 4 
 

According to Table 2, the proposed approach reduces 
the large number of attributes effectively.  For instance, 
the number of original attributes of white clover dataset is 
32.  Otherwise, the number of attributes selected and 
used by the proposed hybrid approach is 5, which is only 
15.6% of the original attributes.  Above all, the 
experimental results demonstrate that the proposed hybrid 
approach can improve classification performance and 
reduce the number of attributes effectively. 

6  Conclusions 

Soft computing is a paradigm to exploit the tolerance 
for uncertainty, imprecision and approximate reasoning 
for achieving robustness and tractability solutions.  And 
it is currently attracting a great deal of attention and has 
already found a number of practical applications.  With 
the growth of agricultural data available, building an 
effective agricultural data classification method with 
good performance are essential. A novel hybrid soft 
computing approach based on SVM, rough set and 
ensemble learning was proposed to classify the 
agricultural data effectively.  Experimental results 
demonstrate that the proposed hybrid approach improves 
the performance of classification effectively. 
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